NECESSARY AND SUFFICIENT CONDITIONS FOR
WEAK CONVERGENCE OF FIRST-RARE-EVENT TIMES
FOR SEMI-MARKOV PROCESSES. I

Necessary and sufficient conditions for weak convergence of first-rare-event times for semi-Markov processes with finite set of states are obtained. These results are applied to risk processes and give necessary and sufficient conditions for stable approximation of ruin probabilities including the case of diffusion approximation.

1. Introduction

Limit theorems for random functionals of similar first-rare-event times known under such names as first hitting times, first passage times, first record times, etc. were studied by many authors.


We refer to the book by Silvestrov (2004) for the detailed list of references.

The main features for the most previous results is that they give sufficient conditions of convergence for such functionals. As a rule, those conditions involve assumptions, which imply convergence of distributions for sums of
i.i.d random variables distributed as sojourn times for the semi-Markov process (for every state) to some infinitely divisible laws plus some ergodicity condition for the imbedded Markov chain plus condition of vanishing probabilities of occurring rare event during one transition step for the semi-Markov process.

Our results are related to the model of semi-Markov processes with a finite set of states. In this paper, we consider the case of stable type asymptotics for distributions of sojourn times. Instead of conditions based on “individual” distributions of sojourn times, we use more general and weaker conditions imposed on distributions (of sojourn times) averaged by stationary distribution of the imbedded Markov chain. Moreover, we show that these conditions are not only sufficient but also necessary conditions for the weak convergence for first-rare-event times, and describe the class of all possible limiting laws not-concentrated in zero. The results presented in the paper give some kind of a “final solution” for limit theorems for first-rare-event times for semi-Markov process with a finite set of states.

The paper is organized in the following way. In Section 2, we formulate and prove our main Theorem 1, which describes the class all possible limiting distributions for first-rare-event times for semi-Markov processes and give necessary and sufficient of weak convergence to distributions from this class. Several lemmas describing asymptotical solidarity cyclic properties for sum-processes defined on Markov chains are used in the proof of Theorem 1. These lemmas and their proofs are collected in Section 3.

Applications to counting processes generating by the corresponding flows of rare events, random geometric sums as well as give necessary and sufficient conditions for stable approximation for non-ruin probabilities are given in the second part of the present paper.

2. Main results

Let \((\eta_n, \xi_n, \zeta_n), \; n = 0, 1, \ldots\) be a Markov renewal process, i.e. a homogeneous Markov chain with phase space \(Z = X \times [0, +\infty) \times Y\) (here \(X = \{1, 2, \ldots, m\}\), and \(Y\) is some measurable space with \(\sigma\)-algebra of measurable sets \(B_Y\)) and transition probabilities,

\[
P\{\eta_{n+1} = j, \xi_{n+1} \leq t, \zeta_{n+1} \in A / \eta_n = i, \xi_n = s, \zeta_n = y\}
= P\{\eta_{n+1} = j, \xi_{n+1} \leq t, \zeta_{n+1} \in A / \eta_n = i\}
= Q_{ij}(t, A) , \; i, j \in X, \; s, t \geq 0, \; y \in Y, \; A \in B_Y.
\]

The characteristic property, which specifies Markov renewal processes in the class of general multivariate Markov chains \((\eta_n, \xi_n, \zeta_n)\), is (as shown in (1)) that transition probabilities do depend only of the current position of the first component \(\eta_n\).
As is known, the first component $\eta_1$ of the Markov renewal process is also a homogenous Markov chain with the phase space $X$ and transition probabilities $p_{ij} = Q_{ij}(+\infty, Y)$, $i, j \in X$.

Also, the first two components of Markov renewal process (namely $\eta_1$ and $\kappa_n$) can be associated with the semi-Markov process $\eta(t)$, $t \geq 0$ defined as,

$$\eta(t) = \eta_n \quad \text{for} \quad \tau_n \leq t < \tau_{n+1}, \quad n = 0, 1, \ldots,$$

where $\tau_0 = 0$ and $\tau_n = \kappa_1 + \ldots + \kappa_n$, $n \geq 1$.

Random variables $\kappa_n$ represent inter-jump times for the process $\eta(t)$. As far as random variables $\zeta_n$ are concerned, they are so-called, “flag variables” and are used to record “rare” events.

Let $D_{\varepsilon}$, $\varepsilon > 0$ be a family of measurable “small” in some sense subsets of $Y$. Then events $\{\zeta_n \in D_{\varepsilon}\}$ can be considered as “rare”.

Let us introduce random variables

$$\nu_{\varepsilon} = \min(n \geq 1 : \zeta_n \in D_{\varepsilon}),$$

and

$$\xi_{\varepsilon} = \sum_{n=1}^{\nu_{\varepsilon}} \kappa_n.$$

A random variable $\nu_{\varepsilon}$ counts the number of transitions of the imbedded Markov chain $\eta_n$ up to the first appearance of the “rare” event, while a random variable $\xi_{\varepsilon}$ can be interpreted as the first-rare-event time for the semi-Markov process $\eta(t)$.

Let us consider the distribution function of the first-rare-event time $\xi_{\varepsilon}$, under fixed initial state of the imbedded Markov chain $\eta_0$,

$$F_{i}(u) = P_{i}(\xi_{\varepsilon} \leq u), \quad u \geq 0.$$

Here and henceforth, $P_{i}$ and $E_{i}$ denote, respectively, conditional probability and expectation calculated under condition that $\eta_0 = i$.

We give necessary and sufficient conditions for weak convergence of distribution functions $F_{i}(u_{\varepsilon})$, where $u_{\varepsilon} > 0$, $u_{\varepsilon} \to \infty$ as $\varepsilon \to 0$ is a non-random normalizing function, and describe the class of possible limiting distributions.

The problem is solved under the four general model assumptions.

The first assumption $A$ guarantees that the last summand in the random sum $\xi_{\varepsilon}$ is negligible under any normalization $u_{\varepsilon}$, i.e. $\zeta_{n_{\varepsilon}}/u_{\varepsilon} \to 0$ as $\varepsilon \to 0$:

\begin{align*}
A: \quad & \lim_{l \to \infty} \lim_{\varepsilon \to 0} P_{i}\{\zeta_n > t/\zeta_1 \in D_{\varepsilon}\} = 0, \quad i \in X.
\end{align*}

Let us introduce the probabilities of occurrence of rare event during one transition step of the semi-Markov process $\eta(t)$,

$$p_{i\varepsilon} = P_{i}\{\zeta_1 \in D_{\varepsilon}\}, \quad i \in X.$$

The second assumption $B$, imposed on probabilities $p_{i\varepsilon}$, specifies interpretation of the event $\{\zeta_n \in D_{\varepsilon}\}$ as “rare” and guarantees the possibility for such event to occur:
B: $0 < \max_{1 \leq i \leq m} p_{i\varepsilon} \to 0$ as $\varepsilon \to 0$.

The third assumption C is a standard ergodicity condition for the embedded Markov chain $\eta_n$:

C: $\eta_n, n = 0, 1, \ldots$ is an ergodic Markov chain with the stationary distribution $\pi_i$, $i \in X$.

Let us define a probability which is the result of averaging of the probabilities of occurrence of rare event in one transition step by the stationary distribution of the imbedded Markov chain $\eta_n$,

$$p_{\varepsilon} = \sum_{i=1}^{m} \pi_i p_{i\varepsilon}.$$  

We will say that a positive function $w_{\varepsilon}$, $\varepsilon > 0$ is from a class $\mathcal{W}$ if (a$_1$) $w_{\varepsilon} \to \infty$ as $\varepsilon \to 0$, (a$_2$) there exist a sequence $0 < \varepsilon_n \to 0$ such that $w_{\varepsilon_{n+1}}/w_{\varepsilon_n} \to 1$ as $n \to \infty$.

The fourth assumption D is some kind of regularity condition for the corresponding normalizing functions:

D: $u_{\varepsilon}, v_{\varepsilon} = p_{\varepsilon}^{-1} \in \mathcal{W}$.

Condition D is not restrictive. For example it holds if $u_{\varepsilon}$ and $v_{\varepsilon}$ are continuous functions of $\varepsilon$ satisfying (a$_1$).

Let us also introduce the distribution functions of a sojourn times $\kappa_1$ for the semi-Markov processes $\eta(t)$,

$$G_i(t) = \mathbb{P}_i\{\kappa_1 \leq t\}, \ t \geq 0, \ i \in X,$$

and the distribution function, which is a result of averaging of distribution functions of sojourn times by the stationary distribution of the imbedded Markov chain $\eta_n$,

$$G(t) = \sum_{i=1}^{m} \pi_i G_i(t), \ t \geq 0.$$

Now we are in position to formulate the necessary and sufficient conditions for weak convergence of distribution functions of first-rare-event times $\xi_{\varepsilon}$.

Let $0 < \gamma \leq 1$ and $a > 0$. Let also $\Gamma(\alpha) = \int_{0}^{\infty} t^{\alpha-1} e^{-t} dt$ be the Gamma function.

The necessary and sufficient conditions of convergence, mentioned above, have the following form:

\[ E_{\gamma} :: \frac{t(1-G(t))}{\int_{0}^{t} s G(ds)} \to \frac{1}{1-\gamma} \quad \text{as} \ t \to \infty. \]

\[ F_{a,\gamma} :: \frac{\int_{0}^{t} s G(ds)}{p_{\varepsilon} u_{\varepsilon}} \to a \frac{\gamma}{(2-\gamma)} \quad \text{as} \ \varepsilon \to 0. \]

We use the symbol $\Rightarrow$ to show weak convergence of distribution functions (pointwise convergence in points of continuity of the limiting distribution function).

The main result of the paper is the following theorem.
Theorem 1. Let conditions A, B, C, and D hold. Then:

(i): The class of all possible non-concentrated in zero limiting distribution functions (in the sense of weak convergence) for the distribution functions of first-rare-event times $F^{(ε)}_i(u_ε)$ coincides with the class of distribution functions $F_{a,γ}(u)$ with Laplace transforms
\[ \phi_{a,γ}(s) = \frac{1}{1 + asγ}, \quad 0 < γ ≤ 1, \quad a > 0. \]

(ii): Conditions E, and F, are necessary and sufficient for the following relation of weak convergence to hold (for some or every $i ∈ X$, respectively, in the statements of necessity and sufficiency),
\[ F^{(ε)}_i(u_ε) ⇒ F_{a,γ}(u) \quad \text{as} \quad ε → 0. \]

Remark 1. Distribution function $F_{a,γ}(u)$, for $0 < γ ≤ 1$ and $a > 0$, is the distribution function of a random variable $ξ(ρ)$, where $(b_1) \ ξ(t), \ t ≥ 0$ is a non-negative homogeneous stable process with independent increments and the Laplace transform $E e^{-ξ(t)} = e^{-as^γt}, s, t ≥ 0, (b_2) \ ρ$ is an exponentially distributed random variable with parameter 1, $(b_3)$ the random variable $ρ$ and the process $ξ(t), t ≥ 0$ are independent. In particular, $F_{a,1}(u)$ is an exponential distribution function with parameter $a$.

Remark 2. Distribution function $F_{a,γ}(u)$, for $0 < γ ≤ 1$ and $a > 0$, is continuous. Thus, weak convergence pointed out in the statement (ii) of Theorem 1 means that $F^{(ε)}_i(u_ε) → F_{a,γ}(u)$ as $ε → 0$ for every $u ≥ 0$.

Proof. We split the proof of Theorem 1 into several steps.

As the first step, we obtain an appropriate representation for the first-rare-event time $ξ_ε$ in the form of geometric type random sum of random variables connected with cyclic returns of the semi-Markov process $η(t)$ in a fixed state $i ∈ X$.

Let $τ_i(n)$ be the number of transitions after which the imbedded Markov chain $η_n$ reaches a state $i ∈ X$ for the $n$-th time,
\[ τ_i(n) = \min\{k > τ_i(n - 1) : η_k = i\}, \quad n = 1, 2, \ldots, \]
where $τ_i(0) = 0$. For simplicity, we will also write $τ_i(1)$ as $τ_i$.

Let $β_i(n)$ be the duration of the $n$-th $i$-cycle between the moments of $(n - 1)$-th and $n$-th return of the semi-Markov process $η(t)$ in the state $i$,
\[ β_i(n) = \sum_{k=τ_i(n-1)+1}^{τ_i(n)} X_k, \quad n = 1, 2, \ldots. \]

For simplicity, we will also write $β_i(1)$ as $β_i$. The moments of return of the semi-Markov process $η(t)$ to a fixed state $i ∈ X$ are regenerative moments for this process. Due to this property, $β_i(n), n = 1, 2, \ldots$ are independent and random variables identically distributed for $n ≥ 2$. As far as the random variable $β_i(1)$ is concerned, it has the same distribution as $β_i(2)$ if the initial distribution of the imbedded Markov chain $η_n$ is concentrated in state $i$. Otherwise, the distribution of $β_i(1)$ can differ from the distribution $β_i(2)$.
Let us also introduce the random variable $\nu_{i\epsilon}$ which counts the number of cycles ended before the moment $\nu_{\epsilon}$,

$$\nu_{i\epsilon} = \max\{n : \tau_i(n) \leq \nu_{\epsilon}\}.$$

Finally, let $\tilde{\beta}_{i\epsilon}$ be the duration of the residual sub-cycle between the moment of the last return of the semi-Markov process $\eta(t)$ in the state $i$ before the first-rare-event time $\xi_{\epsilon}$ and the time $\xi_{\epsilon}$,

$$\tilde{\beta}_{i\epsilon} = \sum_{n=\tau_i(\nu_{\epsilon})+1}^{\nu_{i\epsilon}} \kappa_n.$$

Now, the following representation, in the form of random sum, can be written down for the first-rare-event time $\xi_{\epsilon}$,

$$\xi_{\epsilon} = \sum_{n=1}^{\nu_{i\epsilon}} \beta_i(n) + \tilde{\beta}_{i\epsilon}.$$

It should be noted that the random index $\nu_{i\epsilon}$ and summands $\beta_i(n), n = 1, 2, \ldots$, and $\tilde{\beta}_{i\epsilon}$ are not independent random variables. However, they are conditionally independent with respect to indicator random variables $\chi_{i\epsilon}(n) = \chi(\tau_i(n-1) < \nu_{\epsilon} \leq \tau_i(n)), n = 1, 2, \ldots$. It will be seen in the best way when we shall re-write the representation formula (3) in terms of Laplace transforms.

Let us introduce Laplace transforms of the first-rare-event time,

$$\Phi_{i\epsilon}(s) = E_i \exp\{-s\xi_{\epsilon}\}, s \geq 0, \ i \in X.$$

Let us denote $q_{i\epsilon}$ the probability of occurrence the rare event during the first $i$-cycle,

$$q_{i\epsilon} = P_i\{\nu_{\epsilon} \leq \tau_i\}, \ i \in X.$$

Let us also introduce the conditional Laplace transforms of the duration of the first $i$-cycle $\beta_i$ under condition $\nu_{\epsilon} > \tau_i$ of non-occurrence of the rare event in the first $i$-cycle,

$$\psi_{i\epsilon}(s) = E_i\{\exp\{-s\beta_i\}/\nu_{\epsilon} > \tau_i\}, \ s \geq 0,$$

and the conditional Laplace transform of the duration of residual sub-cycle $\tilde{\beta}_{i\epsilon}$ under condition that $\nu_{\epsilon} \leq \tau_i$ of occurrence of the rare event in the first $i$-cycle,

$$\tilde{\psi}_{i\epsilon}(s) = E_i\{\exp\{-s\tilde{\beta}_{i\epsilon}\}/\nu_{\epsilon} \leq \tau_i\}, \ s \geq 0.$$

The Markov renewal process $(\eta_n, \kappa_n, \zeta_n)$ regenerates at moments of return to every state $i$ and $\nu_{\epsilon}$ is a Markov moment for this process. Due to
these properties the representation formula (3) takes, in terms of Laplace transforms, the following form,

$$
\Phi_{i\varepsilon}(s) = \mathbb{E}_i \exp\{-s\xi\} = \sum_{n=0}^{\infty} (1 - q_{i\varepsilon})^n q_{i\varepsilon} \psi_{i\varepsilon}(s)^n \tilde{\psi}_{i\varepsilon}(s)
$$

$$
= \frac{q_{i\varepsilon} \tilde{\psi}_{i\varepsilon}(s)}{1 - (1 - q_{i\varepsilon}) \psi_{i\varepsilon}(s)} = \frac{\psi_{i\varepsilon}(s)}{1 + (1 - q_{i\varepsilon}) \frac{(1 - \psi_{i\varepsilon}(s))}{\eta_{i\varepsilon}}}, \quad s \geq 0.
$$

(4)

As the second step, we prove that the weak convergence for the first-rare-event times is invariant with respect to the choice of initial distribution of the imbedded Markov chain $\eta_n$.

At this stage we are interested in solidarity statements concerned the relation of weak convergence,

$$
F_i^{(\varepsilon)}(uu_{\varepsilon}) \Rightarrow F(u) \text{ as } \varepsilon \to 0,
$$

where $(c_1)$ $F(u)$ is a distribution function concentrated on non-negative half-line but not concentrated in zero, and $(c_2)$ $u_{\varepsilon}$ is a positive normalizing function such that $u_{\varepsilon} \to \infty$ as $\varepsilon \to 0$.

We shall prove that, under conditions $A$, $B$ and $C$, $(d)$ the assumption that relation (5) holds for some $i \in X$ implies that this relation holds for every $i \in X$ and, in this case, $(e)$ the limiting distribution function $F(u)$ is the same for all $i \in X$.

In terms of Laplace transforms relation (5) is equivalent to the relation,

$$
\Phi_{i\varepsilon}(s/u_{\varepsilon}) \to \Phi(s) \text{ as } \varepsilon \to 0, \quad s \geq 0,
$$

(6)

where $(f)$ $\Phi(s)$ is a Laplace transform of some non-negative random variable, $(g)$ $\Phi(s) < 1$ for $s > 0$ (this is equivalent to the requirement that the corresponding limiting distribution function is not concentrated in zero).

Thus, in order to prove the solidarity statement formulated above, we should prove that, under conditions $A$, $B$ and $C$, $(h)$ the assumption that relation (6) holds for some $i \in X$ implies that this relation holds for every $i \in X$ and, in this case, $(i)$ the limiting Laplace transform $\Phi(s)$ is the same for all $i \in X$.

In what follows, we the use several lemmas describing asymptotical solidarity cyclic properties for functional defined on trajectories of Markov renewal processes $(\eta_n, \kappa_n, \zeta_n)$.

It will be proved in Lemma 1 that conditions $B$ and $C$ imply the following asymptotic relation, for every $i \in X$,

$$
q_{i\varepsilon} \sim \frac{p_{i\varepsilon}}{\pi_i} \text{ as } \varepsilon \to 0.
$$

(7)
Here and henceforth relation \( a(\varepsilon) \sim b(\varepsilon) \) as \( \varepsilon \to 0 \) means that

\[
a(\varepsilon)/b(\varepsilon) \to 1 \quad \text{as} \quad \varepsilon \to 0.
\]

It follows from (7) that, for every \( i \in X \),

\[
q_{ie} \to 0 \quad \text{as} \quad \varepsilon \to 0.
\]

It will be shown in Lemma 2, with the use of (7), that conditions \( A \), \( B \), and \( C \) implies the following asymptotic relation, for every \( i \in X \),

\[
(8) \quad \tilde{\psi}_{ie}(s/u_\varepsilon) \to 1 \quad \text{as} \quad \varepsilon \to 0, \quad s \geq 0.
\]

Relation (9) implies that, under conditions \( A \), \( B \), and \( C \), for every \( i \in X \),

\[
(9) \quad \tilde{\psi}_{ie}(s/u_\varepsilon) \to 1 \quad \text{as} \quad \varepsilon \to 0, \quad s \geq 0.
\]

It follows from relations and (8) and (10) that, under conditions \( A \), \( B \), and \( C \), relation (6) holds, for given \( i \in X \), if and only if,

\[
(10) \quad \Phi_{ie}(s/u_\varepsilon) \sim \frac{1}{1 + (1 - q_{ie})(1 - \psi_{ie}(s/u_\varepsilon))} \quad \text{as} \quad \varepsilon \to 0, \quad s \geq 0.
\]

Obviously, that the limiting functions in relations (6) and (11) are connected by the following relation,

\[
(12) \quad \Phi(s) = \frac{1}{1 + \varsigma(s)}, \quad s \geq 0.
\]

To simplify the following asymptotic analysis and to make it possible to use later powerful Tauberian theorems and theorems about regularly varying functions, we shall now try to replace the conditional Laplace transform \( \psi_{ie}(s) \) in the relation (11) by the unconditional Laplace transform of the duration of the first \( i \)-cycle \( \beta_i \),

\[
\psi_i(s) = E_i \exp\{-s\beta_i\}, \quad s \geq 0.
\]

The Laplace transform \( \psi_i(s) \) can obviously be represented in the following form,

\[
(13) \quad \psi_i(s) = (1 - q_{ie})\psi_{ie}(s) + q_{ie}\hat{\psi}_{ie}(s), \quad s \geq 0,
\]

where \( \hat{\psi}_{ie}(s) \) is the conditional Laplace transform of the duration of the first \( i \)-cycle \( \beta_i \) under condition \( \nu \leq \tau_i \) of occurrence of the rare event in the first \( i \)-cycle,

\[
\hat{\psi}_{ie}(s) = E_i \{\exp\{-s\beta_i\}/\nu \leq \tau_i\}, \quad s \geq 0.
\]

Relation (13) can be re-written in the following form,

\[
(14) \quad \frac{1 - \psi_i(s/u_\varepsilon)}{q_{ie}} = (1 - q_{ie})\frac{1 - \psi_{ie}(s/u_\varepsilon)}{q_{ie}} + q_{ie}\frac{1 - \hat{\psi}_{ie}(s/u_\varepsilon)}{q_{ie}}, \quad s \geq 0.
\]
It will be shown in Lemma 3 that conditions A, B, and C imply that, for every \( i \in X \),
\[
\hat{\psi}_i(s/u_s) \to 1 \text{ as } \varepsilon \to 0, \ s \geq 0.
\]
(15)

It follows from relation (15) that, under conditions A, B, and C, relation (11) holds, for given \( i \in X \), if and only if,
\[
\frac{1 - \hat{\psi}_i(s/u_s)}{q_{ie}} \to \zeta(s) \text{ as } \varepsilon \to 0, \ s \geq 0,
\]
where \( \zeta(s) \) is a function such that (j) \( \frac{1}{1+\zeta(s)} \) is a Laplace transform of some non-negative random variable, and (k) \( \zeta(s) > 0 \) for \( s > 0 \).

It will be shown in Lemma 4 that, under conditions B and C, the assumption that relation (16) holds for some \( i \in X \) implies that this relation holds for every \( i \in X \) and, in this case, (m) the limiting function \( \zeta(s) \) is the same for all \( i \in X \), (n) \( \zeta(s) \) is a cumulant of an infinitely divisible law concentrated on non-negative half-line and not concentrated in zero.

Note that, in this case, (o1) the function \( \frac{1}{1+\zeta(s)} \) is a Laplace transform of the random variable \( \xi(\rho) \), where (o2) \( \xi(t), \ t \geq 0 \) is a non-negative homogeneous process with independent increments and the Laplace transform \( E e^{-s\xi(t)} = e^{-\zeta(s)t} \), (o3) \( \rho \) is exponentially distributed random variable, with parameter 1, (o4) the random variable \( \rho \) is independent of the process \( \xi(t), \ t \geq 0 \), and (o5) \( \zeta(s) > 0 \) for \( s > 0 \). These properties are consistent with requirements (j) and (k).

Let introduce the Laplace transforms for the sojourn times \( \kappa_1 \),
\[
\varphi_i(s) = E_i e^{-s\kappa_i} = \int_0^\infty e^{-st}G_i(dt), \ s \geq 0,
\]
and the corresponding Laplace transform averaged by the stationary distribution of the imbedded Markov chain \( \eta_n \),
\[
\varphi(s) = \sum_{i=1}^m \pi_i \varphi_i(s) = \int_0^\infty e^{-st}G(dt), \ s \geq 0.
\]

Finally, it will be shown in Lemma 5 that, under conditions A, B, and C, relation (16) holds, for given \( i \in X \), if and only if,
\[
\frac{1 - \varphi(s/u_s)}{p_e} \to \zeta(s) \text{ as } \varepsilon \to 0, \ s \geq 0,
\]
where (p) \( \zeta(s) \) is a cumulant of an infinitely divisible law concentrated on non-negative half-line and not concentrated in zero.

Relation (17) is the final point in series the solidarity statements concerned the distributions of first-rare-event times and based on conditions A, B, and C.

The last third step in the proof is more or less standard. It is based on an accurate use of theorems about regularly varying functions, Tauberian and Abelian theorems applied to the Laplace transforms \( \varphi(s) \), and the central
criterium of convergence for sums of independent random variables. Here, conditions \( D, E, \) and \( F_{a,\gamma} \) are involved.

We prove, in Lemma 6, that, under condition \( D, (r) \) the limiting cumulant in relation (17) can only be of the form \( \varsigma(s) = as^\gamma \), where \( 0 < \gamma \leq 1 \) and \( a > 0 \), and that (s) conditions \( E, F_{a,\gamma} \) are necessary and sufficient for relation (17) to hold with the limiting cumulant \( \varsigma(s) = as^\gamma \).

This completes the proof of Theorem 1. □

3. Cyclic conditions of convergence

In this section we prove Lemmas 1-6 used in the proof of Theorem 1. These lemmas present a series of so-called cyclic solidarity conditions of convergence connected with the first-rare-event times and, as we think, have their own value.

The first lemma describes asymptotic behavior of the probability of occurrence the rare event during one \( i \)-cycle.

**Lemma 1.** Let conditions \( B, C \) hold. Then, for every \( i \in X \),

\[
q_{i\varepsilon} \sim \frac{p_i}{\pi_i} \quad \text{as } \varepsilon \to 0.
\]

**Proof.** Let us define the probabilities of occurrence the rare event before the first hitting of the imbedded Markov chain in the state \( i \) under condition that the initial state of this Markov chain \( \eta_0 = j \),

\[
q_{j\varepsilon} = P_j\{\nu_\varepsilon \leq \tau_i\}, \ i, j \in X.
\]

By the definition,

\[
q_{i\varepsilon} = q_{i\varepsilon}, \ i \in X.
\]

The probabilities \( q_{j\varepsilon}, j \in X \) satisfy, for every \( i \in X \), the following system of linear equations,

\[
\begin{cases}
q_{j\varepsilon} = p_{j\varepsilon} + \sum_{k \neq i} p_{ik}^{(e)} q_{k\varepsilon} \\
\quad j \in X,
\end{cases}
\]

where

\[
p_{j\varepsilon}^{(e)} = P_j\{\eta_1 = k, \zeta_1 \notin D_\varepsilon\}, \ j, k \in X.
\]

System (20) can be rewritten, for every \( i \in X \), in the following matrix form,

\[
q_{i\varepsilon} = p_\varepsilon + P^{(e)} q_{i\varepsilon},
\]

where

\[
q_{i\varepsilon} = \begin{bmatrix} q_{1i\varepsilon} \\ \vdots \\ q_{mi\varepsilon} \end{bmatrix}, \quad p_\varepsilon = \begin{bmatrix} p_{1\varepsilon} \\ \vdots \\ p_{m\varepsilon} \end{bmatrix},
\]
and

\[
\mathbf{p}^{(\varepsilon)} = \begin{bmatrix}
p_{11}^{(\varepsilon)} & \cdots & p_{1(i-1)}^{(\varepsilon)} & 0 & p_{1(i+1)}^{(\varepsilon)} & \cdots & p_{1m}^{(\varepsilon)} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
p_{m1}^{(\varepsilon)} & \cdots & p_{m(i-1)}^{(\varepsilon)} & 0 & p_{m(i+1)}^{(\varepsilon)} & \cdots & p_{mm}^{(\varepsilon)}
\end{bmatrix}.
\]

Let us show that the matrix \( \mathbf{I} - i \mathbf{p}^{(\varepsilon)} \) has the inverse matrix for all \( \varepsilon \) small enough, and, therefore, the solution of the system (21) has the following form, for every \( i \in X \),

\[
(22) \quad \mathbf{q}_{ik} = [\mathbf{I} - i \mathbf{p}^{(\varepsilon)}]^{-1} \mathbf{p}_{ik}.
\]

Let us also introduce the matrix,

\[
i \mathbf{p}^{(0)} = \begin{bmatrix}
p_{11} & \cdots & p_{1(i-1)} & 0 & p_{1(i+1)} & \cdots & p_{1m} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
p_{m1} & \cdots & p_{m(i-1)} & 0 & p_{m(i+1)} & \cdots & p_{mm}
\end{bmatrix}.
\]

Let us introduce random variable \( \delta_{ik} \) which is the number of visits of the imbedded Markov chain \( \eta_n \) of the state \( k \) up to the first visit to the state \( i \),

\[
\delta_{ik} = \sum_{n=1}^{\tau_i} \chi(\eta_{n-1} = k), \ i, k \in X.
\]

As is known, due to the ergodicity of the Markov chain \( \eta_n \), (a1) \( \mathbb{E}_{j} \delta_{ik} < \infty \) for all \( j, i, k \in X \). Moreover, for every \( i \in X \), there exists the inverse matrix,

\[
(23) \quad [\mathbf{I} - i \mathbf{p}^{(0)}]^{-1} = \| \mathbb{E}_{j} \delta_{ik} \|
\]

Let us also introduce random variable \( \delta_{ik_\varepsilon} \) which is the number of visits of the imbedded Markov chain \( \eta_n \) of the state \( k \) before the first visit to the state \( i \) or the occurrence of the first rare event,

\[
\delta_{ik_\varepsilon} = \sum_{n=1}^{\tau_i \wedge \nu_{\varepsilon}} \chi(\eta_{n-1} = k), \ i, k \in X.
\]

It follows from the definition of these random variables that (a2) \( 0 \leq \delta_{ik_\varepsilon} \leq \delta_{ik} \) and, therefore, (a3) \( \mathbb{E}_{j} \delta_{ik_\varepsilon} \leq \mathbb{E}_{j} \delta_{ik} < \infty \) for all \( j, i, k \in X \). Moreover, the matrix \( [i \mathbf{p}^{(\varepsilon)}]^n = \| \mathbb{P}_j\{\eta_n = k; \nu_{\varepsilon} \wedge \tau_i > n\} \| \) for \( n \geq 1 \), and, therefore,

\[
(24) \quad [\mathbf{I} - i \mathbf{p}^{(\varepsilon)}]^{-1} = \mathbf{I} + i \mathbf{p}^{(\varepsilon)} + (i \mathbf{p}^{(\varepsilon)})^2 + \cdots = \| \mathbb{E}_{j} \delta_{ik_\varepsilon} \|
\]

Condition B implies that random variables \( \nu_{\varepsilon} \xrightarrow{P} \infty \) as \( \varepsilon \to 0 \) and therefore (a4) random variables \( \delta_{ik_\varepsilon} \xrightarrow{P} \delta_{ik} \) as \( \varepsilon \to 0 \). It follows in from (a2) and (a4) that, for every \( i, j, k \in X \),

\[
(25) \quad \mathbb{E}_{j} \delta_{ik_\varepsilon} \rightarrow \mathbb{E}_{j} \delta_{ik} \text{ as } \varepsilon \to 0.
\]

One can prove that (b1) the existence of the inverse matrix \( [\mathbf{I} - i \mathbf{p}^{(\varepsilon)}]^{-1} \) for all \( \varepsilon \) small enough, and the convergence relation (b2) \( [\mathbf{I} - i \mathbf{p}^{(\varepsilon)}]^{-1} \rightarrow \)
\[ [I - iP^{(0)}]^{-1} \text{ as } \varepsilon \to 0 \text{ by the following simpler way. As was mentioned above, the inverse matrix } [I - iP^{(0)}]^{-1} \text{ exists. This means that } (b_3) \det(I - iP^{(0)}) \neq 0. \text{ Condition B obviously implies that, } (b_4) iP^{(c)} \to iP^{(0)} \text{ as } \varepsilon \to 0. \text{ Thus, } \det(I - iP^{(c)}) \neq 0 \text{ for all } \varepsilon \text{ small enough. Moreover, } (b_4) \text{ implies } (b_2), \text{ since the elements of the inverse matrix } [I - iP^{(c)}]^{-1} \text{ are continuous rational functions of the elements of the matrix } I - iP^{(c)}. \text{ This rational function has a non-zero denominator that is } \det(I - iP^{(c)}). \]

Using relations (19) and (24) we get the following formula,

\[ q_{ic} = \sum_{k=1}^{m} E_i \delta_{ik} p_{ke}. \]

As is known, the following formula holds, since the Markov chain \( \eta_n \) is ergodic,

\[ E_i \delta_{ik} = \frac{\pi_k}{\pi_i}, \ i, k \in X. \]

Using formulas (26) and (27) we get,

\[ \left| q_{ic} - \frac{\pi_k}{\pi_i} \right| \leq \sum_{k=1}^{m} \left| E_i \delta_{ik} - \frac{\pi_k}{\pi_i} \right| \cdot \frac{\pi_i p_{ke}}{\sum_{j=1}^{m} \pi_j p_{je}} \]

\[ \leq \sum_{k=1}^{m} \left| E_i \delta_{ik} - \frac{\pi_k}{\pi_i} \right| \cdot \frac{\pi_i}{\pi_k} \to 0 \text{ as } \varepsilon \to 0. \]

Relation (28) implies asymptotic relation (18). The proof of the lemma is complete. \( \square \)

**Lemma 2.** Let conditions A, B, C hold. Then, for any normalization function \( 0 < u_\varepsilon \to \infty \text{ as } \varepsilon \to 0 \), and for \( i \in X \),

\[ \tilde{\psi}_{ic}(s/u_\varepsilon) \to 1 \text{ as } \varepsilon \to 0, \ s \geq 0. \]

**Proof.** Let us introduce the Laplace transforms,

\[ \tilde{\psi}_{ic}(s) = E_j \exp\{-s\tilde{\beta}_{ic}\} \chi(\nu_\varepsilon \leq \tau_i), \ s \geq 0, \ i, j \in X. \]

Obviously,

\[ \tilde{\psi}_{ic}(s) = \tilde{\psi}_{iec}(s) \cdot \frac{\pi_i}{q_{ic}}, \ s \geq 0, \ i \in X. \]

Let us also introduce the Laplace transforms,

\[ p_{jk}^{(c)}(s) = E_j e^{-s\zeta_1} \chi(\zeta_1 \notin D_\varepsilon, \eta_1 = k), \ s \geq 0, \ j, k \in X, \]

and

\[ p_{j}^{(c)}(s) = E_j e^{-s\zeta_1} \chi(\zeta_1 \in D_\varepsilon) = \hat{\psi}_{je}(s) p_{je}, \ s \geq 0, \ j \in X, \]
where
\[ \tilde{\varphi}_{je}(s) = E_j \{ e^{-s\zeta_1} / \zeta_1 \in D \}, \quad s \geq 0, \quad j \in X. \]

Functions \( \tilde{\psi}_{je}(s/u_e), j \in X \) satisfy, for every \( s \geq 0 \) and \( i \in X \), the following system of linear equations,
\[
\begin{cases}
\tilde{\psi}_{je}(s/u_e) = p_j^{(e)}(s/u_e) + \sum_{k \neq i} p_{jk}^{(e)}(s)\tilde{\psi}_{ke}(s/u_e), \\
j \in X.
\end{cases}
\]

System (31) can be rewritten in the following equivalent matrix form
\[
\begin{align*}
\tilde{\Psi}_i^{(e)}(s/u_e) &= \mathbf{p}^{(e)}(s/u_e) + \mathbf{i} \mathbf{P}^{(e)}(s/u_e) \tilde{\Psi}_i^{(e)}(s/u_e)
\end{align*}
\]

where
\[
\tilde{\Psi}_i^{(e)}(s) = \begin{bmatrix}
\tilde{\psi}_{1ie}(s) \\
\vdots \\
\tilde{\psi}_{mie}(s)
\end{bmatrix}, \quad \mathbf{p}^{(e)}(s) = \begin{bmatrix}
p_1^{(e)}(s) \\
\vdots \\
p_m^{(e)}(s)
\end{bmatrix},
\]

and
\[
\mathbf{i} \mathbf{P}^{(e)}(s) = \begin{bmatrix}
p_{11}^{(e)}(s) & \ldots & p_{1(i-1)}^{(e)}(s) & 0 & p_{1(i+1)}^{(e)}(s) & \ldots & p_{1m}^{(e)}(s) \\
\vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\
p_{m1}^{(e)}(s) & \ldots & p_{m(i-1)}^{(e)}(s) & 0 & p_{m(i+1)}^{(e)}(s) & \ldots & p_{mm}^{(e)}(s)
\end{bmatrix}.
\]

Let us show that, for every \( s \geq 0 \) and \( i \in X \), matrix \( \mathbf{I} - \mathbf{i} \mathbf{P}^{(e)}(s/u_e) \) has the inverse matrix for all \( \varepsilon \) small enough, and, therefore, the solution of the system (32) has the following form,
\[
\tilde{\Psi}_i^{(e)}(s/u_e) = \left[ \mathbf{I} - \mathbf{i} \mathbf{P}^{(e)}(s/u_e) \right]^{-1} \mathbf{p}^{(e)}(s/u_e)
\]

Condition B implies, in an obvious way, that, for every \( s \geq 0 \) and \( j, k \in X \),
\[
p_{jk}^{(e)}(s/u_e) = E_j \exp \{-s\zeta_1/u_e\} \chi(\zeta_1 \notin D, \eta_1 = k) \]
\[
\quad \rightarrow E_j \chi(\eta_1 = k) = p_{jk} \text{ as } \varepsilon \rightarrow 0.
\]

Thus (c1) \( \mathbf{i} \mathbf{P}^{(e)}(s/u_e) \rightarrow \mathbf{i} \mathbf{P}^{(0)} \) as \( \varepsilon \rightarrow 0 \), for every \( s \geq 0 \) and \( i \in X \). It was shown in the proof of Lemma 2 that the inverse matrix \( [\mathbf{I} - \mathbf{i} \mathbf{P}^{(0)}]^{-1} \) exists. Thus, (c1) implies that (c2) there exists, for every \( s \geq 0 \) and \( i \in X \), the inverse matrix \( [\mathbf{I} - \mathbf{i} \mathbf{P}^{(e)}(s/u_e)]^{-1} \) for all \( \varepsilon \) small enough. Moreover, for every \( s \geq 0 \) and \( i \in X \),
\[
[\mathbf{I} - \mathbf{i} \mathbf{P}^{(e)}(s/u_e)]^{-1} = \|\Delta_{jk}^{(e)}(s)\|
\]
\[
\rightarrow [\mathbf{I} - \mathbf{i} \mathbf{P}^{(0)}]^{-1} = \|E_{j} \delta_{ik}\| \text{ as } \varepsilon \rightarrow 0.
\]

Taking in account formulas (30), (33) and the definition of \( p_{jk}^{(e)}(s) \), we get, for every \( s \geq 0 \) and \( i \in X \),
\[
\tilde{\psi}_{ie}(s/u_e) = \sum_{k=1}^{m} \Delta_{iik}^{(e)}(s) \tilde{\varphi}_{ke}(s/u_e) p_k(\varepsilon)
\]
Condition A implies that, for every \( s \geq 0 \) and \( k \in X \),

\[
\hat{\varphi}_{k\varepsilon}(s/u_\varepsilon) \to 1 \text{ as } \varepsilon \to 0.
\]

Indeed, using condition A, we get, for any \( v > 0 \),

\[
0 \leq \lim_{\varepsilon \to 0} \left( 1 - \hat{\varphi}_{k\varepsilon}(s/u_\varepsilon) \right) \leq 1 - \exp\{-sv\} + \lim_{\varepsilon \to 0} P_k\{\varpi_1 > vu_\varepsilon/\xi_1 \in D_\varepsilon\}
\]

\[
= 1 - \exp\{-sv\} \to 0 \text{ as } v \to 0.
\]

Relations (35) and (37) imply that, for every \( s \geq 0 \) and \( i, k \in X \),

\[
\Delta^{(e)}_{ik}(s) \to E_i \delta_{ik} = \frac{\pi_k}{\pi_i} \text{ as } \varepsilon \to 0.
\]

Using relation (39) we get, for every \( s \geq 0 \) and \( i, k \in X \),

\[
\left| \tilde{\psi}_{ie}(s/u_\varepsilon) - \frac{\pi_k}{\pi_i} \right| \leq \sum_{k=1}^{m} \left| \Delta^{(e)}_{ik}(s) \hat{\varphi}_{k\varepsilon}(s/u_\varepsilon) - \frac{\pi_k}{\pi_i} \right| \frac{\pi_k p_k(\varepsilon)}{\sum_{j=1}^{m} \pi_j p_j}\]

\[
= \sum_{k=1}^{m} \left| \Delta^{(e)}_{ik}(s) \hat{\varphi}_{k\varepsilon}(s/u_\varepsilon) - \frac{\pi_k}{\pi_i} \right| \frac{\pi_i p_i(\varepsilon)}{\pi_k} \to 0 \text{ as } \varepsilon \to 0.
\]

Relation (40) means that, for every \( s \geq 0 \) and \( i \in X \),

\[
\tilde{\psi}_{ie}(s/u_\varepsilon) \sim \frac{p_\varepsilon}{\pi_i} \text{ as } \varepsilon \to 0.
\]

Finally, relation (18) given in Lemma 1, formula (30), and relation (41), we get, for every \( s \geq 0 \) and \( i \in X \),

\[
\hat{\psi}_{ie}(s/u_\varepsilon) \to 1 \text{ as } \varepsilon \to 0, \ s \geq 0.
\]

The proof is complete. \( \Box \)

**Lemma 3.** Let conditions A, B, C hold. Then for any normalization function \( 0 < u_\varepsilon \to \infty \) as \( \varepsilon \to 0 \), and for \( i \in X \),

\[
\hat{\psi}_{ie}(s/u_\varepsilon) \to 1 \text{ as } \varepsilon \to 0, \ s \geq 0.
\]

**Proof.** The following representation can be written, for every \( i \in X \),

\[
\hat{\psi}_{ie}(s) = q_{ie}^{-1} E_i \exp\{-s\beta_i\} \chi(\nu_\varepsilon \leq \tau_i)
\]

\[
= \sum_{k=1}^{m} q_{ie}^{-1} E_i \exp\{-s(\sum_{n=1}^{\nu_\varepsilon} \zeta_n + \sum_{n=\nu_\varepsilon+1}^{\tau_i} \zeta_n)\} \chi(\nu_\varepsilon \leq \tau_i, \eta_\varepsilon = k)
\]

\[
= \sum_{k=1}^{m} q_{ie}^{-1} E_i \exp\{-s\xi_\varepsilon\} \chi(\nu_\varepsilon \leq \tau_i, \eta_\varepsilon = k) \psi_k(s)
\]
Obviously, $\psi_k(s/u_\varepsilon) \to 1$ as $\varepsilon \to 0$ for every $s \geq 0$ and $k \in X$. Thus, for every $s \geq 0$ and $i \in X$,

\[
\hat{\psi}_{ie}(s/u_\varepsilon) \sim \sum_{k=1}^m q_{ie}^{-1} E_k \exp\{-s\xi_{ie}/u_\varepsilon\} \chi(\nu_{ie} \leq \tau_i, \eta_{ie} = k)
\]

\[
= q_{ie}^{-1} E_i \exp\{-s\xi_{ie}/u_\varepsilon\} \chi(\nu_{ie} \leq \tau_i)
\]

\[
= \psi_{ie}(s/u_\varepsilon) \to 1 \text{ as } \varepsilon \to 0.
\]

The proof is complete. □

In what follows we assume that $\eta_0 = j$ and shall mark the corresponding processes based on the Markov renewal process $(\eta_n, \zeta_n, \zeta_n)$ by the index $j$ in order to distinguish the cases with different initial states $\eta_0$.

Let us introduce, for every $i, j \in X$, the following “cyclic” stochastic process,

\[
\xi_{ji\varepsilon}(t) = [\sum_{n=1}^{[u_\varepsilon^{-1}]+1} \beta_i(n)] u_\varepsilon, \quad t \geq 0.
\]

Note that $\xi_{ji\varepsilon}(t)$ is a step sum-process with independent increments. Indeed, by the definition, random variables $\beta_i(n), n = 1, 2, \ldots$ are independent and,

\[
E \exp\{-s\beta_i(n)\} = \begin{cases} 
\psi_{ji}(s) & \text{for } n = 1, \\
\psi_{ii}(s) & \text{for } n \geq 2,
\end{cases}
\]

where

\[
\psi_{ji}(s) = E_j \exp\{-s\beta_i\}, \quad s \geq 0, \quad i, j \in X.
\]

We are interested to prove some solidarity statements concerned two asymptotic relations.

The first one is the following relation of weak convergence,

\[
\xi_{ji\varepsilon}(t), \quad t \geq 0 \Rightarrow \xi(t), \quad t \geq 0 \text{ as } \varepsilon \to 0,
\]

where (d) $\xi(t), t \geq 0$ is a non-zero and non-decreasing and stochastically continuous process with the initial value $\xi(0) = 0$.

The second one is the following asymptotic relation,

\[
\frac{1 - \psi_{i}(s/u_\varepsilon)}{q_{ie}} \to \varsigma(s) \text{ as } \varepsilon \to 0, \quad s \geq 0,
\]

where (e) $\varsigma(s) > 0$ for $s > 0$.

The following lemma presents the variant of so-called solidarity proposition concerned weak convergence for cyclic step sum-processes $\xi_{ji\varepsilon}(t)$.

**Lemma 4.** Let conditions B, C hold and $\eta_0 = j$. Then: (a) the assumption that the relation of weak convergence (47) holds for some $i, j \in X$ implies that this relation holds for every $i, j \in X$; (b) the limiting process $\xi(t), t \geq 0$ in (47) is the same for any $i, j \in X$; (c) $\xi(t), t \geq 0$ is a non-zero and non-decreasing homogenous process with independent increments; (d) relation
(47) holds for given \( i, j \in X \) if and only if relation (48) holds for the same \( i \); (e) the limiting function \( \xi(s) \) in (48) is the same for any \( i \in X \); (ζ) \( \xi(s) \) is a cumulant of the process \( \xi(t), t \geq 0 \), i.e., \( \mathbb{E} e^{-s \xi(t)} = e^{-c(i)^{t}}, \; s, t \geq 0 \); (η) under condition \( D \), conditions \( E_{\gamma} \) and \( F_{\alpha, \gamma} \) (with replacement of function \( p_{\epsilon} \) by \( q_{i \epsilon} \) in these conditions), imposed on the distribution of random variable \( \beta_{i} \), are necessary and sufficient for relation (48) to hold; (θ) cumulant \( \xi(s) \) is as \( \gamma \) in this case.

**Proof.** Let us first prove that (f) the assumption that (47) holds for given \( i, j \in X \) implies that this relation holds for the same \( i \) and every \( j \in X \), moreover the limiting process \( \xi(t), t \geq 0 \) does not depend on \( j \).

Indeed, the pre-limiting process \( \xi_{j\epsilon}(t) \) can be represented in the form of the following sum,

\[
\xi_{j\epsilon}(t) = \beta_{i}(1)/u_{\epsilon} + \xi'_{ie}(t), \; t \geq 0,
\]

where

\[
\xi'_{ie}(t) = \sum_{n=2}^{[\nu_{ie}^{-1}] + 1} \beta_{i}(n)/u_{\epsilon}, \; t \geq 0.
\]

The random variable \( \beta_{i}(1)/u_{\epsilon} \) and the process \( \xi'_{ie}(t), t \geq 0 \) are independent. The distribution of random variable \( \beta_{i}(1)/u_{\epsilon} \) depends on \( j \) while the finite-dimensional distributions of process \( \xi'_{ie}(t), t \geq 0 \) do not depend on \( j \). But, the random variables \( \beta_{i}(1)/u_{\epsilon} \) converge to 0 as \( \epsilon \to 0 \), for every \( j \in X \), or, equivalently, (f₁) the random variables \( \xi_{j\epsilon}(t) - \xi_{ie}(t) \) converge to 0 as \( \epsilon \to 0 \), for every \( t > 0 \) and \( j \in X \). Thus, the assumption that (47) holds for given \( i, j \in X \) implies the weak convergence of the process \( \xi_{j\epsilon}(t), t \geq 0 \) to the same limiting process. This convergence, due to (f₁), implies that (f₂) the process \( \xi_{j\epsilon}(t), t \geq 0 \) weakly converges to the same limiting process, for every \( j \in X \), moreover, the finite-dimensional distributions of the limiting process do not depend on \( j \) since it is so for the pre-limiting process \( \xi_{ie}(t), t \geq 0 \).

Let us now prove that (g) the assumption that (47) holds for given \( i, j \in X \) implies that this relation holds for the same \( j \) and every \( i \in X \), moreover the limiting process \( \xi(t), t \geq 0 \) does not depend on \( i \).

Note that two partial solidarity propositions (f) and (g), formulated above, imply the solidarity statements (α) and (β) formulated in Lemma 4.

To prove the proposition (g), let us introduce, for \( j \in X \), the following step sum-processes based on sojourn times for semi-Markov process \( \eta(t) \),

\[
\xi_{j\epsilon}(t) = \sum_{n=1}^{[t_{q_{i \epsilon}}^{-1}] + 1} \frac{\tau_{n}}{u_{\epsilon}}, \; t \geq 0,
\]

Let us also introduce, for \( i, j \in X \), the processes \( \mu_{j\epsilon}(t) \) which counts the number of transitions for the semi-Markov process \( \eta(t) \) that occurs in \([t_{q_{i \epsilon}}^{-1}] + 1 \) cycles,

\[
\mu_{j\epsilon}(t) = p_{i \epsilon} \tau_{i}([t_{q_{i \epsilon}}^{-1}] + 1), \; t \geq 0.
\]
The process \( \xi_{ji}(t) \) can be represented, for every \( i, j \in X \), in the form of superposition of the processes introduced above,

\[
\xi_{ji}(t) = \xi_{je}(\mu_{jie}(t)), \quad t \geq 0.
\]

Let now consider the following relation of weak convergence for the processes \( \xi_{je}(t) \),

\[
\xi_{je}(t), \quad t \geq 0 \Rightarrow \xi(t), \quad t \geq 0 \text{ as } \varepsilon \to 0,
\]

where \( \xi(t), \quad t \geq 0 \) is non-zero, non-decreasing, and stochastically continuous process with the initial value \( \xi(0) = 0 \).

Let us now prove that \((g_1)\) relation (47) holds, for given \( i, j \in X \), and only if the relation (52) holds, for the same \( j \), moreover the limiting process \( \xi(t), \quad t \geq 0 \) can be taken the same in both relations.

Note that \((g_1)\) implies \((g)\). Indeed, due to “iff” character, the relation (52) for given \( j \in X \) implies that (47) should hold for the same \( j \) and every \( i \in X \), and with the same limiting process. Moreover, the limiting process in (52) does not depend on \( i \) since the pre-limiting process \( \xi_{ji}(t), \quad t \geq 0 \) does not depend on \( i \).

We display the proof of \((g_1)\) for one-dimensional distributions. The proof for multi-dimensional distributions is similar.

Let us first prove that \((g_2)\) the weak convergence of random variables \( \xi_{je}(t) \) in (52), assumed to hold for every \( t > 0 \) and given \( j \in X \), implies the weak convergence of random variables \( \xi_{jie}(t) \) in (47) for every \( t > 0 \), the same \( j \) and every \( i \in X \), moreover the limiting random variable \( \xi(t) \) can be taken the same in both relations.

The process \( \mu_{jie}(t) \) can be represented, for every \( i, j \in X \), in the form of sum-process with independent increments,

\[
\mu_{jie}(t) = p \varepsilon ì[q^{-1}_{ie} + 1 \sum_{n=1}^{[q^{-1}_{ie}]+1} \alpha_i(n) ì[q^{-1}_{ie}]+1, \quad t \geq 0,
\]

where \( \alpha_i(n) = \tau_i(n) - \tau_i(n-1), \quad n = 1, 2, \ldots \). Indeed, the random variables \( \alpha_i(n), \quad n \geq 1 \) are independent and,

\[
E \exp \{-s \alpha_i(n)\} = \begin{cases} \vartheta_{ji}(s) & \text{for } n = 1, \\ \vartheta_{ii}(s) & \text{for } n \geq 2, \end{cases}
\]

where

\[
\vartheta_{ji}(s) = E_j \exp \{-s \alpha_i(1)\}, \quad s \geq 0, \quad i, j \in X.
\]

Since the Markov chain \( \eta_n \) is ergodic, \( E \alpha_i(1) = \pi_i^{-1} \). Thus, using the standard weak law of large numbers for i.i.d. random variables with finite mean, the asymptotic relation (18) given in Lemma 1, and representation (53), we get, for every \( t > 0 \) and \( i, j \in X \),

\[
\mu_{jie}(t) \xrightarrow{\mathcal{P}} \pi_i t E \alpha_i(1) = t \text{ as } \varepsilon \to 0.
\]
Let us choose an arbitrary $t > 0$ and a sequence $0 < c_n < t, n = 1, 2, \ldots$ such that $c_n \to 0$ as $n \to \infty$.

By the definition, the processes $\xi_{j|e}(t)$, $\xi_{e|e}(t)$, and $\mu_{j|e}(t)$ are non-negative and non-decreasing. Taking into account this fact and the representation (51), we get, for every $t > 0$, $i, j \in X$, any real-valued $x$, and $n \geq 1$,

\[
P\{\xi_{j|e}(t) > x\} = P\{\xi_{j|e}(t) > x, \mu_{j|e}(t) \leq t + c_n\} \\
+ P\{\xi_{j|e}(t) > x, \mu_{j|e}(t) > t + c_n\} \\
\leq P\{\xi_{j|e}(t + c_n) > x\} \\
+ P\{\mu_{j|e}(t) > t + c_n\}.
\]

(56)

Let $U_t$ be the set of continuity points the distribution functions of the limiting random variables $\xi(t)$ and $\xi(t \pm c_n), n = 1, 2, \ldots$ in (52). This set is the real line $R$ except at most a countable set of points.

Using the estimate (56), relation (55), and the assumptions that relation (52) holds for one-dimensional distributions, for every $t > 0$ and given $j \in X$, and that the limiting process $\xi(t)$ in (52) is stochastically continuous, we get, for every $t > 0$, the same $j$, and every $i \in X$,

\[
\lim_{\varepsilon \to 0} P\{\xi_{j|e}(t) > x\} \leq \lim_{n \to \infty} \lim_{\varepsilon \to 0} P\{\xi_{j|e}(t + c_n) > x\} \\
+ P\{\mu_{j|e}(t) > t + c_n\} \\
= \lim_{n \to \infty} P\{\xi(t + c_n) > x\} \\
= P\{\xi(t) > x\}, \quad x \in U_t,
\]

or, equivalently,

\[
\lim_{\varepsilon \to 0} P\{\xi_{j|e}(t) \leq x\} \geq P\{\xi(t) \leq x\}, \quad x \in U_t.
\]

(57)

We can also employ the following estimate, for every $t > 0$, $i, j \in X$, any real $x$, and $n \geq 1$,

\[
P\{\xi_{j|e}(t) \leq x\} \leq P\{\xi_{j|e}(t - c_n) \leq x\} + P\{\mu_{j|e}(t) \leq t - c_n\}.
\]

(59)

Then, using the estimate (59), relation (55), and the assumptions that relation (52) holds for one-dimensional distributions, for every $t > 0$ and given $j \in X$, and that the limiting process $\xi(t)$ in (52) is stochastically continuous, we get, for every $t > 0$, the same $j$, and every $i \in X$,

\[
\lim_{\varepsilon \to 0} P\{\xi_{j|e}(t) \leq x\} \leq P\{\xi(t) \leq x\}, \quad x \in U_t.
\]

(60)

Relations (58) and (60) implies that $P\{\xi_{j|e}(t) \leq x\} \to P\{\xi(t) \leq x\}$ as $\varepsilon \to 0, x \in U_t$. Since the set $U_t$ is dense in $R$, this relation implies that, for every $t > 0$, given $j$ (for which relation (52) is assumed to hold) and every $i \in X$,

\[
\xi_{j|e}(t) \Rightarrow \xi(t) \quad \text{as} \quad \varepsilon \to 0.
\]

(61)

Let us now prove that $(g_4)$ the weak convergence of random variables $\xi_{j|e}(t)$ in (47), assumed to hold for every $t > 0$ and given $i, j \in X$, implies
the weak convergence of random variables \( \xi_{j\varepsilon}(t) \) in (47) for every \( t > 0 \) and the same \( j \), moreover the limiting random variable \( \xi(t) \) can be taken the same in both relations.

Let us choose an arbitrary \( t > 0 \) and a sequence \( 0 < d_n < t, n = 1, 2, \ldots \) such that \( d_n \to 0 \) as \( n \to \infty \).

Using again that the processes \( \xi_{j\varepsilon}(t), \xi_{j\varepsilon}(t), \) and \( \mu_{j\varepsilon}(t) \) are non-negative and non-decreasing, and the representation (51), we get, for every \( t > 0 \),

\[
\begin{align*}
P\{\xi_{j\varepsilon}(t) > x\} &= P\{\xi_{j\varepsilon}(t) > x, \mu_{j\varepsilon}(t + d_n) > t\} \\
&\quad + P\{\xi_{j\varepsilon}(t) > x, \mu_{j\varepsilon}(t + d_n) \leq t\} \\
&\leq P\{\xi_{j\varepsilon}(t + d_n) > x\} \\
&\quad + P\{\mu_{j\varepsilon}(t + d_n) \leq t\}.
\end{align*}
\]

(62)

Let \( V_t \) be the set of continuity points for the distribution functions of the limiting random variables \( \xi(t) \) and \( \xi(t + d_n), n = 1, 2, \ldots \) in (47). This set is the real line \( R \) except at most a countable set of points.

Using the estimate (62), relation (55), and the assumptions that relation (47) holds for one-dimensional distributions, for every \( t > 0 \) and given \( i, j \in X \), any real-valued \( x \), and \( n \geq 1 \),

\[
\begin{align*}
\lim_{\varepsilon \to 0} P\{\xi_{j\varepsilon}(t) > x\} &\leq \lim_{n \to \infty} \lim_{\varepsilon \to 0} P\{\xi_{j\varepsilon}(t + d_n) > x\} \\
&\quad + P\{\mu_{j\varepsilon}(t + d_n) \leq t\} \\
&= \lim_{n \to \infty} P\{\xi(t + d_n) > x\} \\
&= P\{\xi(t) > x\}, \; x \in V_t,
\end{align*}
\]

(63)

or, equivalently,

\[
\lim_{\varepsilon \to 0} P\{\xi_{j\varepsilon}(t) \leq x\} \geq P\{\xi(t) \leq x\}, \; x \in V_t.
\]

(64)

We can also employ the following estimate, for every \( t > 0, i, j \in X, \) any real-valued \( x \) and \( n \geq 1 \),

\[
P\{\xi_{j\varepsilon}(t) \leq x\} \leq P\{\xi_{j\varepsilon}(t - d_n) \leq x\} + P\{\mu_{j\varepsilon}(t - d_n) \leq t\}.
\]

(65)

Then, using the estimate (65), relation (55), and the assumptions that relation (47) holds for one-dimensional distributions, for every \( t > 0 \) and given \( i, j \in X, \) and that the limiting process \( \xi(t) \) in (47) is stochastically continuous, we get, for every \( t > 0 \) and the same \( j \),

\[
\lim_{\varepsilon \to 0} P\{\xi_{j\varepsilon}(t) \leq x\} \leq P\{\xi(t) \leq x\}, \; x \in V_t.
\]

(66)

Relations (64) and (66) implies that \( P\{\xi_{j\varepsilon}(t) \leq x\} \to P\{\xi(t) \leq x\} \) as \( \varepsilon \to 0, x \in V_t \). Since the set \( V_t \) is dense in \( R \), this relation implies that, for every \( t > 0 \) and given \( j \) (for which relation (47) is assumed to hold),

\[
\xi_{j\varepsilon}(t) \Rightarrow \xi(t) \text{ as } \varepsilon \to 0.
\]

(67)
The proof of statements (α) and (β) formulated in Lemma 4 is complete.

As was mention above \( \xi_{j\varepsilon}(t) - \xi'_{i\varepsilon}(t) \xrightarrow{p} 0 \) as \( \varepsilon \to 0 \), for every \( t \geq 0 \), and, therefore, the weak convergence for the processes \( \xi_{j\varepsilon}(t), t \geq 0 \) and \( \xi'_{i\varepsilon}(t), t \geq 0 \) is equivalent.

The statement (γ) follows directly from the definition of the sum-process \( \xi'_{i\varepsilon}(t), t \geq 0 \) since the random variables \( \beta_i(n), n \geq 2 \) are independent and identically distributed and \( \xi'_{i\varepsilon}(t), t \geq 0 \) is the homogeneous step sum-process with independent increments. As is known, the class of possible limiting processes (in the sense of weak convergence) for such step sum-process coincides with the class of stochastically continuous homogeneous processes with independent increments.

Moreover, as is known, the weak convergence of finite-dimensional distributions follows in this case from the weak convergence of one-dimensional distributions. The statements (δ) and (ε) follows, in an obvious way, from the following formula,

\[
E \exp\{-s\xi'_{i\varepsilon}(t)\} = \psi_i(s/u_\varepsilon)^{[tq_\varepsilon^{-1}]}, \quad s, t \geq 0, \quad i \in X.
\]

Indeed, (68) implies that, for given \( t > 0 \) and \( i \in X \), the random variables \( \xi'_{i\varepsilon}(t) \) converge weakly to some non-zero limiting random variable if and only if relation (48) holds and, in this case,

\[
\begin{align*}
E \exp\{-s\xi'_{i\varepsilon}(t)\} &= \psi_i(s/u_\varepsilon)^{[tq_\varepsilon^{-1}]} \\
&\sim \exp\{- (1 - \psi_i(s/u_\varepsilon))tq_\varepsilon^{-1}\} \\
&\to \exp\{-\varsigma(s)t\} \quad \text{as} \quad \varepsilon \to 0, \quad s \geq 0,
\end{align*}
\]

where \( \varsigma(s) > 0 \) for \( s > 0 \).

Since, according the remarks above, the random variable \( \xi(t) \) has, for every \( t > 0 \), an infinitely divisible distribution, and \( \varsigma(s)t \) is the cumulant of this random variable, this proves the statement (ζ).

The proof of two last statements (η) and (θ) of Lemma 4 are given in Lemma 6. □

Remark 3. The proof presented above shows that the only property of the quantities \( q_{i\varepsilon} \) and \( p_\varepsilon \), used in the proof of Lemma 4, is (h) \( 0 < q_{i\varepsilon}/\pi_i \sim p_\varepsilon \to 0 \) as \( \varepsilon \to 0 \), \( i \in X \). Lemma 4 and its proof remain to be valid if any functions \( q_{i\varepsilon} \) and \( p_\varepsilon \), satisfying the assumption (h), would be used in the formulas (45) and (50) defining, respectively, the processes \( \xi_{j\varepsilon}(t), t \geq 0 \) and \( \xi_{j\varepsilon}(t), t \geq 0 \), and in the expression \( (1 - \psi_i(s/u_\varepsilon))/q_{i\varepsilon} \) used in the asymptotic relation (48). In this case, conditions A and B in Lemma 4 can be replaced by the simpler assumption (h) while condition C should remain.

The proof of Lemma 4 is based on the proposition about equivalence of weak convergence of the cyclic step sum-processes \( \xi_{j\varepsilon}(t), t \geq 0 \) introduced in (45) and the step sum-processes \( \xi_{j\varepsilon}(t), t \geq 0 \) introduced in (50).
Let us now formulate the proposition about equivalence of the relation of weak convergence (52) for processes \( \xi_{je}(t), t \geq 0 \) and the following asymptotic relation formulated in terms of averaged Laplace transforms \( \varphi(s) \),

\[
(70) \quad \frac{1 - \varphi(s/u_\varepsilon)}{p_\varepsilon} \rightarrow \zeta(s) \text{ as } \varepsilon \to 0, \ s \geq 0,
\]

where \( (k) \) \( \zeta(s) > 0 \) for \( s > 0 \).

**Lemma 5.** Let conditions \( B, C \) hold, and \( \eta_0 = j \). Then: (i) the relation of weak convergence (47) holds, for given \( i, j \in X \), if and only if the relation of weak convergence (52) holds, for the same \( j \); (k) the limiting process \( \xi(t), t \geq 0 \) is the same in relations (47) and (52); (\( \lambda \)) the assumption that the relation of weak convergence (52) holds for some \( j \in X \) implies that this relation holds for every \( j \in X \); (\( \mu \)) the limiting process \( \xi(t), t \geq 0 \) in (52) is the same for any \( j \in X \); (\( \nu \)) \( \xi(t), t \geq 0 \) is a non-zero and non-decreasing homogenous process with independent increments; (\( \xi \)) relation (52) holds for given \( j \in X \) if and only if relation (70) holds; (\( \pi \)) the limiting function \( \zeta(s) \) in (70) is a cumulant of the process \( \xi(t), t \geq 0 \), i.e. \( \mathbb{E} e^{-s\xi(t)} = e^{-\zeta(s)t}, s, t \geq 0 \); (\( \rho \)) under condition \( D \), conditions \( E_\gamma \) and \( F_{a,\gamma} \) are necessary and sufficient for relation (70) to hold; (\( \sigma \)) cumulant \( \zeta(s) = a s^2 \) in this case.

**Proof.** The statements (i) – (\( \nu \)) have been already verified in the proof of Lemma 4.

Let us introduce conditional distribution functions for sojourn times \( \kappa_n \) for the semi-Markov process \( \eta(t) \),

\[
G_{ij}(t) = \mathbb{P}\{\kappa_1 \leq t/\eta_0 = i, \eta_1 = j\}, \ t \geq 0, \ i, j \in X.
\]

Obviously

\[
Q_{ij}(t) = p_{ij}G_{ij}(t), \ t \geq 0, \ i, j \in X,
\]

and

\[
G_i(t) = \sum_{j=1}^{m} Q_{ij}(t) = \sum_{j=1}^{m} p_{ij}G_{ij}(t), \ t \geq 0, \ i, j \in X,
\]

Note that one can choose \( G_{ij}(t) \) as arbitrary distribution functions concentrated on the positive half-line if \( p_{ij} = 0 \). This does not affect transition probabilities \( Q_{ij}(t) \) and distribution functions \( G_i(t) \).

As is known from the theory of semi-Markov Processes that the sojourn times \( \kappa_n \) are conditionally independent with respect to the values of the imbedded Markov chain \( \eta_n \). More precisely this means that, for any \( t_1, \ldots, t_n \geq 0, i_0, i_1, \ldots, i_n, n = 1, 2, \ldots, \)

\[
P\{\kappa_1 \leq t_1, \ldots, \kappa_k \leq t_n/\eta_0 = i_0, \ldots, \eta_n = i_n\}
\]

\[
= G_{i_0i_1}(t_1) \times \cdots \times G_{i_{n-1}i_n}(t_n).
\]

As in the proof of Lemma 4, we assume that \( \eta_0 = j \).
It follows from relation (71) that the process \( \xi_{je}(t) \) has, for every \( j \in X \), the same finite-dimensional distribution as the following process \( \tilde{\xi}_{je}(t) \) (we use the symbol \( d \) to show this stochastic equality),

\[
(72) \quad \xi_{je}(t) = \sum_{n=1}^{[tp(\varepsilon)^{-1}]} \frac{z_n}{u_\varepsilon}, \quad t \geq 0 \quad d \equiv \tilde{\xi}_{je}(t), \quad t \geq 0,
\]

where

\[
(73) \quad \tilde{\xi}_{je}(t) = \sum_{n=1}^{[tp(\varepsilon)^{-1}]} \frac{z_n(\eta_{n-1}, \eta_n)}{u_\varepsilon}, \quad t \geq 0,
\]

and

- \( (i_1) \) \( \{ \eta_n, n = 1, 2, \ldots \} \) is a Markov chain with a state space \( X \) and the matrix of transition probabilities \( \| p_{ij} \| \);
- \( (i_2) \) \( z_n(i, j), i, j \in X, n \geq 1 \) are mutually independent random variables;
- \( (i_3) \) \( P \{ z_n(i, j) \leq t \} = G_{ij}(t), t \geq 0 \) for \( i, j \in X, n \geq 1 \);
- \( (i_4) \) the set of random variables \( \{ z_n(i, j), i, j \in X, n \geq 1 \} \) and the Markov chain \( \{ \eta_n, n = 1, 2, \ldots \} \) are independent.

It follows from the stochastic equality (72) that \( (j) \) the relation of weak convergence (51), treated in Lemma 4, is equivalent to the following relation,

\[
(74) \quad \tilde{\xi}_{je}(t), t \geq 0 \Rightarrow \xi(t), t \geq 0 \text{ as } \varepsilon \to 0,
\]

where \( (d) \) \( \xi(t), t \geq 0 \) is a non-zero and non-decreasing and stochastically continuous process with the initial value \( \xi(0) = 0 \).

Let us define, for every \( j, i, k \in X \), the counting random variables for the random sequence \( \bar{n}_n = (\eta_{n-1}, \eta_n), n = 1, 2, \ldots \),

\[
\nu_{jn}(i, k) = \sum_{r=1}^{n} \chi \{ (\eta_{r-1}, \eta_r) = (i, k) \}, \quad n = 0, 1, \ldots
\]

It follows from the defining properties \( (i_1) - (i_4) \) listed above that the process \( \tilde{\xi}_{je}(t) \) has, for every \( j \in X \), the same finite-dimensional distribution as the following process \( \tilde{\tilde{\xi}}_{je}(t) \),

\[
(75) \quad \tilde{\tilde{\xi}}_{je}(t), t \geq 0 \quad d \equiv \tilde{\xi}_{je}(t), \quad t \geq 0,
\]

where

\[
(76) \quad \tilde{\tilde{\xi}}_{je}(t) = \sum_{(i,k) \in \tilde{X}} \nu_{jn}(i, k) \sum_{n=1}^{[tp(\varepsilon)^{-1}](i,k)} \frac{z_n(i, k)}{u_\varepsilon}, \quad t \geq 0.
\]

and

\( \tilde{X} = \{(i, k) \in X : p_{ik} > 0 \} \).

Note that the definition of the process \( \tilde{\tilde{\xi}}_{je}(t) \) takes into account that random variables \( \nu_{jn}(i, k) = 0, n = 0, 1, \ldots \) with probability 1 if \( p_{ik} = 0 \).
The stochastic equalities (72) and (75) let us replace the processes \( \xi_j(t) \) by the processes \( \tilde{\xi}_{j\epsilon}(t) \) when studying their weak convergence.

It follows from the stochastic equality (75) that (k) the relation of weak convergence (51), treated in Lemma 5, is also equivalent to the following relation,

\[
(77) \quad \tilde{\xi}_{j\epsilon}(t), t \geq 0 \Rightarrow \xi(t), t \geq 0 \text{ as } \epsilon \to 0,
\]

where (d) \( \xi(t), t \geq 0 \) is a non-zero and non-decreasing and stochastically continuous process with the initial value \( \xi(0) = 0 \).

Let us also introduce the following step sum-processes,

\[
(78) \quad \hat{\xi}_\epsilon(t) = \sum_{(i,k) \in X} \sum_{n=1}^{\lfloor \pi_ip_{ik}^{-1} \rfloor} \kappa_n(i,k)/u_\epsilon, \quad t \geq 0.
\]

We are also interested in the following relation of weak convergence,

\[
(79) \quad \hat{\xi}_\epsilon(t), t \geq 0 \Rightarrow \xi(t), t \geq 0 \text{ as } \epsilon \to 0,
\]

where (d) \( \xi(t), t \geq 0 \) is a non-zero and non-decreasing and stochastically continuous process with the initial value \( \xi(0) = 0 \).

Let us prove the equivalence of relations (77) and (79). This means that (l) the relation (77) holds for some \( j \in X \) if and only if the relation (79) holds, and, moreover, the limiting process can be taken the same in both relations.

We display the proof for one-dimensional distributions. The proof for multi-dimensional distributions is similar.

Let us prove that (l1) the assumption that relation (79), assumed to hold for every \( t > 0 \), implies that relation (77) holds for every \( t > 0 \) and \( j \in X \), moreover the limiting random variable \( \xi(t) \) can be taken the same in both relations.

The law of large numbers for ergodic Markov chains implies that, for every \( t > 0 \) and \( j, i, k \in X \),

\[
(80) \quad \frac{\nu_{j\epsilon}(i,k)}{p_{i\epsilon}^{-1}} \xrightarrow{\mathbb{P}} \pi_ip_{ik}t \text{ as } \epsilon \to 0.
\]

Let us choose an arbitrary \( t > 0 \) and a sequence \( 0 < c_n < t, n = 1, 2, \ldots \) such that \( c_n \to 0 \) as \( n \to \infty \).

The processes

\[
\sum_{n=1}^{\lfloor p_{i\epsilon}^{-1} \rfloor} \kappa_n(i,k)/u_\epsilon, \quad t \geq 0
\]

and \( p_{i\epsilon}\nu_{j\epsilon}(i,k), t \geq 0 \) are non-negative and non-decreasing, for every \( j, i, k \in X \). Taking into account this fact, and representation (76), we get,
for every $t > 0$, $j \in X$, any real-valued $x$, and $n \geq 1$,

\[
\begin{align*}
P\{\tilde{\xi}_{je}(t) > x\} &= P\{\tilde{\xi}_{je}(t) > x, \bigcap_{(i,k) \in \tilde{X}} A_{jik}^{(e)}(t, t + c_n)\} \\
&+ P\{\tilde{\xi}_{je}(t) > x, \bigcup_{(i,k) \in \tilde{X}} \bar{A}_{jik}^{(e)}(t, t + c_n)\} \\
&\leq P\{\hat{\xi}_e(t + c_n) > x\} \\
&+ \sum_{(i,k) \in \tilde{X}} P\{\bar{A}_{jik}^{(e)}(t, t + c_n)\},
\end{align*}
\]

where

\[
A_{jik}^{(e)}(t, s) = \{\nu_{j|t|p_{e}^{-1}}(i, j) \leq s\pi_{ik}p_{e}^{-1}\}, \quad t, s > 0, \quad j, i, k \in X.
\]

Note that (80) implies that, for every $0 < t < s$ and $j \in X$, $(i, k) \in \tilde{X}$,

\[
P\{A_{jik}(s, t)\} + P\{A_{jik}(t, s)\} \to 0 \text{ as } \varepsilon \to 0.
\]

Let $Y_t$ be the set of continuity points for the distribution functions of the limiting random variables $\xi(t)$ and $\xi(t \pm c_n)$, $n = 1, 2, \ldots$ in (79). This set is the real line $R$ except at most a countable set of points.

Using the estimate (81), relation (82), and the assumptions that relation (79) holds for one-dimensional distributions, for every $t > 0$, and that the limiting process $\xi(t)$ in (79) is stochastically continuous, we get, for every $t > 0$ and $j \in X$,

\[
\begin{align*}
\lim_{\varepsilon \to 0} P\{\tilde{\xi}_{je}(t) > x\} &\leq \lim_{n \to \infty}\lim_{\varepsilon \to 0} (P\{\tilde{\xi}_e(t + c_n) > x\} \\
&+ \sum_{(i,k) \in \tilde{X}} P\{\bar{A}_{jik}^{(e)}(t, t + c_n)\}) \\
&= \lim_{n \to \infty} P\{\xi(t + c_n) > x\} \\
&= P\{\xi(t) > x\}, \quad x \in Y_t,
\end{align*}
\]

or, equivalently,

\[
\begin{align*}
\lim_{\varepsilon \to 0} P\{\tilde{\xi}_{je}(t) \leq x\} &\geq P\{\xi(t) \leq x\}, \quad x \in Y_t.
\end{align*}
\]

Similarly, we can get, for every $t > 0$ and $j \in X$,

\[
\begin{align*}
\lim_{\varepsilon \to 0} P\{\tilde{\xi}_{je}(t) \leq x\} &\leq P\{\xi(t) \leq x\}, \quad x \in Y_t.
\end{align*}
\]

Relations (84) and (85) implies that $P\{\tilde{\xi}_{je}(t) \leq x\} \to P\{\xi(t) \leq x\}$ as $\varepsilon \to 0, x \in Y_t$, for every $j \in X$. Since the set $Y_t$ is dense in $R$, this relation implies that, for every $t > 0$ and $j \in X$,

\[
\tilde{\xi}_{je}(t) \Rightarrow \xi(t) \text{ as } \varepsilon \to 0.
\]
We omit details in the proof of an inverse proposition that \((l_2)\) the assumption that relation \((77)\), assumed to hold for every \(t > 0\) and given \(j \in X\), implies that relation \((79)\) holds for every \(t > 0\) and, moreover the limiting random variable \(\xi(t)\) can be taken the same in both relations.

Let us choose an arbitrary \(t > 0\) and a sequence \(0 < d_n < t, n = 1, 2, \ldots\) such that \(d_n \to 0\) as \(n \to \infty\).

Analogously to \((81)\), we get the following “inverse” to \((81)\) estimate, for any every \(t > 0\), real-valued \(x\) and \(n \geq 1\),

\[
\text{P}\{\hat{\xi}_e(t) > x\} = \text{P}\{\hat{\xi}_e(t) > x, \bigcap_{(i,k) \in \tilde{X}} \bar{A}_{ijk}(t + d_n, t)\}
+ \text{P}\{\hat{\xi}_e(t) > x, \bigcup_{(i,k) \in \tilde{X}} A_{ijk}(t + d_n, t)\}
\leq \text{P}\{\tilde{\xi}_j(t + d_n) > x\}
+ \sum_{(i,k) \in \tilde{X}} \text{P}\{A_{ijk}(t + d_n, t)\},
\]

(87)

Let \(Z_t\) be the set of continuity points for the distribution functions of the limiting random variables \(\xi(t)\) and \(\xi(t \pm d_n), n = 1, 2, \ldots\) in \((77)\). This set is the real line \(R\) except at most a countable set of points.

Using the estimate \((87)\), relation \((82)\), and the assumptions that relation \((77)\) holds for one-dimensional distributions, for every \(t > 0\) and \(j \in X\), and that the limiting process \(\xi(t)\) in \((77)\) is stochastically continuous, we get, for every \(t > 0\) and \(x \in Z_t\),

\[
\lim_{\varepsilon \to 0} \text{P}\{\hat{\xi}_e(t) > x\} \leq \lim_{n \to \infty} \lim_{\varepsilon \to 0} \text{P}\{\hat{\xi}_e(t + d_n) > x\}
+ \sum_{(i,k) \in \tilde{X}} \text{P}\{A_{ijk}(t + d_n, t)\}
= \lim_{n \to \infty} \text{P}\{\xi(t + d_n) > x\}
= \text{P}\{\xi(t) > x\}.
\]

(88)

The continuation of the proof for the proposition \((l_2)\) is analogous to those given above in the proof of the proposition \((l_1)\).

Let now introduce the step sum-process,

\[
\hat{\xi}_e^*(t) = \sum_{n=1}^{[t(\varepsilon)^{-1}]} \frac{\tilde{\pi}_n(\eta_{n}', \eta_{n}'')}{\varepsilon}, \ t \geq 0,
\]

(89)

where

\((m_1)\) \(\tilde{\pi}_n = (\eta_{n}', \eta_{n}''), n = 1, 2, \ldots\) a sequence of i.i.d. random vectors which takes values \((i, j)\) with probabilities \(\pi_i p_{ij}\) for \(i, j \in X\);

\((m_2)\) \(\tilde{\pi}_n(i, j), i, j \in X, n \geq 1\) are mutually independent random variables;
\((m_3)\) \(P\{x_n^\ast(i,j) \leq t\} = G_{ij}(t), t \geq 0\) for \(i, j \in X, n \geq 1;\)

\((m_4)\) the set of random variables \(\{x_n^\ast(i,j), i, j \in X, n \geq 1\}\) and the random sequence \(\{\bar{\eta}_n, n = 1, 2, \ldots\}\) are independent.

We are interested in the following relation of weak convergence,
\(\xi_\ast(t), t \geq 0 \Rightarrow \xi(t), t \geq 0\) as \(\varepsilon \to 0,\)
where \((d)\) \(\xi(t), t \geq 0\) is a non-zero and non-decreasing and stochastically continuous process with the initial value \(\xi(0) = 0.\)

Let us define, for every \(i, k \in X,\) the counting random variables for the random sequence \(\bar{\eta}_n^\ast = (\eta'_n, \eta''_n), n = 1, 2, \ldots,\)
\(\nu^\ast_n(i, k) = \sum_{r=1}^{n} \chi\{ (\eta'_r, \eta''_r) = (i, k) \}, n = 0, 1, \ldots.\)

It follows from the defining properties \((m_1) - (m_4)\) listed above that the process \(\xi^\ast_\varepsilon(t)\) has, for every \(j \in X,\) the same finite-dimensional distribution as the following process \(\tilde{\xi}^\ast_\varepsilon(t),\)
\(\tilde{\xi}^\ast_\varepsilon(t), t \geq 0 \doteq \xi^\ast_\varepsilon(t), t \geq 0,\)
where
\(\tilde{\xi}^\ast_\varepsilon(t) = \sum_{(i,k) \in X} \nu^\ast_{\varepsilon^{-1}}(i,k) \sum_{n=1}^{\infty} x_n^\ast(i,k) u_\varepsilon, t \geq 0.\)

It follows from stochastic equality (92) that \((n)\) the relation of weak convergence (90) is equivalent to the following relation,
\(\tilde{\xi}^\ast_\varepsilon(t), t \geq 0 \Rightarrow \xi(t), t \geq 0\) as \(\varepsilon \to 0,\)
where \((d)\) \(\xi(t), t \geq 0\) is a non-zero and non-decreasing and stochastically continuous process with the initial value \(\xi(0) = 0.\)

Let us also introduce the following step sum-processes,
\(\hat{\xi}^\ast_\varepsilon(t) = \sum_{(i,k) \in \tilde{X}} \sum_{n=1}^{\infty} x_n^\ast(i,k) u_\varepsilon, t \geq 0.\)

Let us also consider the following relation of weak convergence,
\(\hat{\xi}^\ast_\varepsilon(t), t \geq 0 \Rightarrow \xi(t), t \geq 0\) as \(\varepsilon \to 0,\)
where \((d)\) \(\xi(t), t \geq 0\) is a non-zero and non-decreasing and stochastically continuous process with the initial value \(\xi(0) = 0.\)

We state that these relations (93) and (95) are equivalent. This means that \((o)\) the assumption that relation (93) holds if and only if relation (95), moreover the limiting stochastic process \(\xi(t), t \geq 0\) can be taken the same in both relations.
By the definition, $\chi\{(\eta'_r, \eta''_r) = (i, k)\}$, $r = 1, 2, \ldots$ are i.i.d. random variables taking value 1 and 0 with probabilities $\pi_ip_{ik}$ and $1 - \pi_ip_{ik}$. Thus, by the standard weak law of large number, for every $t > 0$ and $i, k \in X$,

$$P_{x, 1}^{x, \varepsilon} \rightarrow i.i.d. \text{random variables taking value 1 and 0 with probabilities } \pi_ip_{ik}$$

(96) $\nu_{[p_{x, 1}^{x, \varepsilon}]}(i, k) P_{x, 1}^{x, \varepsilon}$ as $\varepsilon \rightarrow 0$.

The careful analysis of the proof of the proposition (j) about the equivalence of the relations of weak convergence (77), for processes $\tilde{\xi}_c(t), t \geq 0$, and (79), for processes $\tilde{\xi}_c(t), t \geq 0$, shows that conditions (i2) - (i4) were used in this proof plus the asymptotic relation (80), which is a weak law of large numbers for the corresponding frequency random variables for the random sequence $\eta_n$. Condition (i1) was used together with condition C only as conditions providing the asymptotic relation (80).

These remarks let us state that the proof given for the proposition (l) can be just replicated in order to prove the proposition (o). Indeed, conditions (m2) - (m4) replace, in this case, conditions (i2) - (i4), and the asymptotic relation (96), implied by the condition (m1), replaces the asymptotic relation (80).

Now let us use the following stochastic equality that obviously follows from comparison of conditions (i2) - (i4) and (m2) - (m4),

$$\tilde{\xi}_c(t), t \geq 0 \xrightarrow{d} \tilde{\xi}_c^*(t), t \geq 0.$$

The propositions (l) and (o) combined with the stochastic equalities (72), (75), (91), and (97) implies that (p) the assumption that relation of weak convergence (51), treated in Lemma 5, holds if and only if the relation (90) holds, moreover the limiting stochastic process $\xi(t)$ can be taken the same in both relations.

We are now in position to make the last step in the proof. Conditions (m2) - (m4) imply that $\kappa_n^*(\eta'_n, \eta''_n), n = 1, 2, \ldots$ are i.i.d. random variables. Moreover, the corresponding distribution has the following form,

$$P\{\kappa_n^*(\eta'_n, \eta''_n) \leq t\} = \sum_{i,k \in X} G_{ik}(t)\pi_ip_{ik}$$

(98) $= \sum_{i \in X} \pi_i \sum_{j \in X} G_{ik}(t)p_{ik}$

$$= \sum_{i \in X} \pi_i G_i(t) = G(t), t \geq 0.$$

The statements (ξ) and (π) follows, in an obvious way, from the proposition (p). Indeed, $\tilde{\xi}_c^*(t), t \geq 0$ is the step sum-process based on i.i.d. random variables, and, therefore,

$$E \exp\{-s\tilde{\xi}_c^*(t)\} = \varphi(s/u_{x, 1})^{[p_{x, 1}^{x, \varepsilon}]} , s, t \geq 0.$$

(99)
Relation (99) implies that, for given \( t > 0 \) the random variables \( \xi^*(t) \) converge weakly to some non-zero limiting random variable if and only if relation (70) holds and, in this case,

\[
\begin{align*}
\mathbb{E} \exp\{-s\xi^*(t)\} & = \varphi(s/u)\vert p_\varepsilon^{-1} \\
& \sim \exp\{- (1 - \varphi(s/u))tp_\varepsilon^{-1}\} \\
& \rightarrow \exp\{-\varsigma(s)t\} \text{ as } \varepsilon \to 0, \quad s \geq 0,
\end{align*}
\]

(100)

where \( \varsigma(s) > 0 \) for \( s > 0 \).

The random variable \( \xi(t) \) has, for every \( t > 0 \), an infinitely divisible distribution, as a week limit of sums of i.i.d. random variables, and \( \varsigma(s)t \) is the cumulant of \( \xi(t) \).

The statements (\( \rho \)) and (\( \sigma \)) of Lemma 5 are proved in Lemma 6. \( \square \)

**Remark 4.** The proof presented above shows that the only property of the quantities \( p_\varepsilon \), used in the proof of Lemma 5, was (\( r \)) \( 0 < p_\varepsilon \to 0 \) as \( \varepsilon \to 0 \). Lemma 5 and its proof remain to be valid if any function \( p_\varepsilon \), satisfying the assumption (\( r \)), will be used in the formulas (45) and (50) defining, respectively, the process \( \xi_j(t) = t \geq 0 \), and in the expression \( (1 - \varphi(s/u))p_\varepsilon \) used in the asymptotic relation (70). In this case, condition (\( B \)) in Lemma 5 can be replaced by the simpler assumption (\( r \)).

**Remark 5.** The proof presented above can be applied to any sum-process of conditionally independent random variables \( \xi^*(t) \), \( t \geq 0 \) defined by formula (89) under the assumption that (\( s_1 \)) conditions (\( m_2 \)) - (\( m_4 \)) hold. Condition (\( m_1 \)) can be replaced by a general assumption that (\( s_2 \)) \( \{\tilde{\eta}_n = (\eta'_n, \eta''_n) : n = 1, 2, \ldots\} \) is a sequence of random vectors taking values in the space \( X \times X \) such that the weak law of large numbers in the form of the asymptotic relation (96). Also, (\( s_3 \)) the positivity of \( \pi_i \) is not needed, and (\( s_4 \)) any function satisfying assumption (\( r \)) can be taken as \( p_\varepsilon \). Under the assumptions (\( s_1 \)) - (\( s_4 \)), the asymptotic relation (70) is necessary and sufficient condition for weak convergence of processes \( \xi^*(t) \), \( t \geq 0 \). The limiting process is a non-negative homogeneous process with independent increments with the cumulant \( \varsigma(s) \) which appears in (70). Moreover, under condition (\( D \)), conditions (\( E_\gamma \)) and (\( F_{\alpha,\gamma} \)) are necessary and sufficient for relation (70) to hold, and cumulant \( \varsigma(s) = as^3 \) in this case.

In conclusion, let us make some bibliographical remarks concerned the solidarity statements formulated in Lemmas 4 and 5. It should be noted that the solidarity statements, similar to statements (\( \iota \)) – (\( \nu \)), given in Lemma 5, can be found, for example, in Loève (1955), Chung Kai Lai (1960), Pyke and Schanflie (1964), Silvestrov (1970, 1974), Silvestrov and Poleščuk (1974), and Pyke (1999).

However, other solidarity statements given in Lemmas 4 and 5 in the form of necessary and sufficient conditions imposed on cyclic or averaged
characteristics, as well as their extensions formulated in Remarks 4 – 6, were not pointed out in the literature.

Let us now complete the proof of Theorem 1 and Lemmas 4 and 5, by clarifying the role of conditions $D, E_\gamma$ and $F_{a, \gamma}$. In the main, Lemma 6 formulated below combines the statements known in the literature, in particular, those given in Feller (1966). Some new element is the form of conditions, which unites both the case of degenerated and stable convergence and give a convenient description of the balancing condition connecting functions $u_\varepsilon$ and $p_\varepsilon$.

Let introduce the step sum-process with i.i.d. random summands,

$$\xi_\varepsilon(t) = \sum_{n=1}^{[tp_\varepsilon^{-1}]} \xi_n / u_\varepsilon, \quad t \geq 0,$$

where $\xi_n, n = 1, 2, \ldots$ are i.i.d. non-negative random variables with the Laplace transform,

$$E \exp \{- s \xi_1\} = \varphi(s) = \int_0^\infty e^{-st} G(dt), \quad s \geq 0.$$

**Lemma 6.** Let condition $D$ holds. Then, (τ) the processes $\xi_\varepsilon(t), t \geq 0$ weakly converge to a non-zero and non-negative process if and only if relation (70) holds; (υ) the limiting process, is in this case, a non-negative homogeneous process with independent increments with the Laplace transform $E e^{-s \xi(t)} = e^{-\varsigma(s)t}, \quad s, t \geq 0; \quad (\phi)$ conditions $E_\gamma, F_{a, \gamma}$ are necessary and sufficient for relation (70) to hold; (χ) the limiting cumulant in relation (70) takes, in this case, the form $\varsigma(s) = as^\gamma$, where $0 < \gamma \leq 1$ and $a > 0$.

**Proof.** The statements (τ) and (υ) are well-known and, in fact, they are explained above, in (99) and (100).

Let $0 < \gamma \leq 1$, $a > 0$, and $L(t)$ is a slowly varying function. Let us introduce conditions:

- $G_\gamma :: 1 - \varphi(s) \sim s^\gamma L(1/s)$ as $0 < s \to 0$;
- $H_{a, \gamma} :: \frac{L(u_\varepsilon)}{p_\varepsilon u_\varepsilon} \to a$ as $\varepsilon \to 0$.

We shall use that (t) conditions $G_\gamma$ and $H_{a, \gamma}$ are necessary and sufficient for relation (70) to hold. It should be noted that this proposition is known and we give its proof just to keep the text self-readable.

If these conditions holds, then for every $s > 0$,

$$\frac{1 - \varphi(s / u_\varepsilon)}{p_\varepsilon} \sim \frac{L(u_\varepsilon)}{p_\varepsilon u_\varepsilon} \cdot \frac{L(u_\varepsilon / s)}{L(u_\varepsilon)} \to as^\gamma \text{ as } \varepsilon \to 0. \quad (101)$$

On the other hand, let us assume that (70) hold. Define the auxiliary function $\tilde{\varphi}(s) = 1 - \varphi(1/s)$. Function $\tilde{\varphi}(s)$ is monotonically decreasing. Due to $D$, there exists $\varepsilon_n \to 0$ as $n \to \infty$ such that $p_{\varepsilon_n}/p_{\varepsilon_{n+1}} \to 1$ as $n \to \infty$. Relation (70) implies that, $p_{\varepsilon_n}^{-1} \tilde{\varphi}(u_{\varepsilon_n}s) \to \varsigma(1/s) > 0$ as $n \to \infty$, for $s > 0$. Thus, by known criterion (see, for example, Feller (1966)), function $\tilde{\varphi}(s)$...
regularly varies, i.e. \( \tilde{\varphi}(s) = s^\gamma L(s) \), where \( L(s) \) is a slowly varying function, and \( \zeta(1/s) = a s^\rho \), where \(-\infty < \rho < +\infty \) and \( a \) is a positive constant. The representations can be re-written in the following equivalent form,

\[
(102) \quad 1 - \varphi(s) = s^\gamma L(1/s), \quad \zeta(s) = a s^\rho, \quad s > 0,
\]

where \(-\infty < \gamma = \rho^{-1} < \infty \) and \( a > 0 \). Since function \( e^{-\zeta(s)} = e^{-a s^\gamma} \) should be a Laplace transform of some non-negative and non-zero random variable, the only values \( 0 < \gamma \leq 1 \) are admissible. In this case \( e^{-a s^\gamma} \) is the Laplace transform of the non-negative stable law with parameter \( \gamma \). The cases \( \gamma \leq 0 \) should be obviously excluded. The case \( \gamma > 1 \) should be also excluded since for any non-negative and non-zero random variable \( \xi \) the corresponding Laplace transform \( E e^{-s \xi} \geq e^{-s \delta} P\{\xi \leq \delta\} \). Therefore, \( E e^{-s \xi} \) cannot decline in \( s \) with the super-exponential rate \( e^{-a s^\gamma} \).

The condition \( G_\gamma \) follows from (102). To verify condition \( H_{a,\gamma} \), we should just repeat the calculations given in (101), based on the assumed relation (70) and proved representation (102). Relation (101) coincides with condition \( H_{a,\gamma} \) if \( s = 1 \).

Let us now show that (u) conditions \( G_\gamma \) and \( H_{a,\gamma} \) are equivalent to conditions \( E_{\gamma} \) and \( F_{a,\gamma} \).

We first consider the case \( \gamma = 1 \). To simplify notations let us write

\[
\xi_{n \varepsilon} = \xi_n / u_\varepsilon.
\]

The case \( \gamma = 1 \) corresponds to situation when limiting process

\[
\xi(t) = at, \quad t \geq 0,
\]

is a non-random linear function. According to the central criterium of convergence for the sums of i.i.d. random variables (see, for example, Loève 1955), the necessary and sufficient conditions for weak convergence of such sums (which automatically are equivalent to \( G_1 \) and \( H_{a,1} \)) have the following form,

\[
I: \quad p_\varepsilon^{-1} P\{\xi_{1 \varepsilon} > u\} \to 0 \text{ as } \varepsilon \to 0, \ u > 0;
J: \quad p_\varepsilon^{-1} E \xi_{1 \varepsilon} \chi(\xi_{1 \varepsilon} \leq v) \to a \text{ as } \varepsilon \to 0, \text{ for some } v > 0.
\]

Note that under condition \( I \), condition \( J \) either holds or not simultaneously for all \( v > 0 \). Indeed, \( I \) implies that \( p_\varepsilon^{-1} E \xi_{1 \varepsilon} \chi(v' < \xi_{1 \varepsilon} \leq v'') \leq v' p_\varepsilon^{-1} P\{\xi_{1 \varepsilon} > v'\} \to 0 \text{ as } \varepsilon \to 0, \text{ for any } 0 < v' < v'' < \infty \). Taking into account this remark we can transform conditions \( I \) and \( J \) in the following equivalent form,

\[
I': \quad P\{\xi_{1 \varepsilon} > u\} / E \xi_{1 \varepsilon} \chi(\xi_{1 \varepsilon} \leq u) \to 0 \text{ as } \varepsilon \to 0, \ u > 0;
J': \quad p_\varepsilon^{-1} E \xi_{1 \varepsilon} \chi(\xi_{1 \varepsilon} \leq 1) \to a \text{ as } \varepsilon \to 0.
\]

It is easy to check that \( P\{\xi_{1 \varepsilon} > u\} = 1 - G(u u_\varepsilon) \) and \( E \xi_{1 \varepsilon} \chi(\xi_{1 \varepsilon} \leq u) = \int_0^{u u_\varepsilon} s G(ds) / u_\varepsilon \). Thus, conditions \( I' \) and \( J' \) can be rewritten as,

\[
I': \quad u_\varepsilon (1 - G(u u_\varepsilon)) / \int_0^{u u_\varepsilon} s G(ds) \to 0, \text{ as } \varepsilon \to 0, \ u > 0;
J': \quad \int_0^{u u_\varepsilon} s G(ds) / (p_\varepsilon u_\varepsilon) \to a \text{ as } \varepsilon \to 0.
\]
Condition \( J' \) is identical to \( F_{a,1} \). Condition \( E_1 \) implies \( I' \) that easily seen by setting \( y = uu_\varepsilon \) in \( E_1 \). It remains to show that \( I' \) implies \( E_1 \).

Since \( u_\varepsilon \in \mathcal{W} \), there exists sequence \( 0 < \varepsilon_n \to 0 \) as \( n \to \infty \) such that \( u_{\varepsilon_{n+1}} / u_{\varepsilon_n} \to 1 \) as \( n \to \infty \). For any \( t, u > 0 \) we define \( n(t) = \max(n : uu_{\varepsilon_n} \leq t) \). By the definition, \( u_{\varepsilon_{n(t)}} \leq t < u_{\varepsilon_{n(t)+1}} \) for \( t > 0 \), and \( (w_2) \) \( n(t) \to \infty \) as \( t \to \infty \). Thus, \( (w_3) \) \( u_{\varepsilon_{n(t)+1}} / u_{\varepsilon_{n(t)}} \to 1 \) as \( t \to \infty \). Using \( I' \) and \( (w_1) - (w_3) \) we get,

\[
\frac{t(1 - G(t))}{\int_0^t sG(ds)} \leq \frac{uu_{\varepsilon_{n(t)+1}}(1 - G(uu_{\varepsilon_{n(t)}}))}{\int_0^{uu_{\varepsilon_{n(t)}}} sG(ds)} \leq \frac{u_{\varepsilon_{n(t)+1}}}{u_{\varepsilon_{n(t)}}} \cdot \frac{uu_{\varepsilon_{n(t)}}(1 - G(uu_{\varepsilon_{n(t)}}))}{\int_0^{uu_{\varepsilon_{n(t)}}} sG(ds)} \to 0 \text{ as } t \to \infty.
\]

(103)

Let us now consider the case \( 0 < \gamma < 1 \). Due to the corresponding Tauberian theorem (see, for example, Feller (1966)), condition \( G_\gamma \) is equivalent to the condition,

\[ K_\gamma:: 1 - G(t) \sim \frac{(\gamma - L(t))}{(1 - \gamma)} \text{ as } t \to \infty. \]

Due to the corresponding theorem about regularly varying functions (see, for example, Feller (1966)) condition \( K \) is equivalent to the following condition,

\[ K'_\gamma:: t[1 - G(t)]/\int_0^t [1 - G(s)]ds \to 1 - \gamma \text{ as } t \to \infty. \]

Since \( \int_0^t [1 - G(s)]ds = t[1 - G(t)] + \int_0^t sG(ds), t \geq 0 \), condition \( K'_\gamma \) can be re-written in the following equivalent form,

\[ K''_\gamma:: t[1 - G(t)]/\int_0^t sG(ds) \to \frac{1}{\gamma} \text{ as } t \to \infty. \]

Condition \( K''_\gamma \) is identical to condition \( E_\gamma \). Let us show that under condition \( E_{\gamma}, \) conditions \( F_{a,\gamma} \) and \( H_{a,\gamma} \) are equivalent. Indeed, \( K_\gamma \) and \( K''_\gamma \) (equivalent to \( E_\gamma \)) imply the following asymptotic relation,

\[
\frac{\int_0^{u_\varepsilon} sG(ds)}{p_\varepsilon u_\varepsilon} \sim \frac{u_\varepsilon(1 - G(u_\varepsilon))}{u_\varepsilon p_\varepsilon} \cdot \frac{\gamma}{1 - \gamma} \sim \frac{L(u_\varepsilon)}{p_\varepsilon u_\varepsilon^2 \Gamma(1 - \gamma)} \cdot \frac{\gamma}{1 - \gamma} = \frac{L(u_\varepsilon)}{p_\varepsilon u_\varepsilon^2 \Gamma(2 - \gamma)} \text{ as } \varepsilon \to 0.
\]

(104)

This completes the proof. □
Remark 6. The proof of Lemma 6 can be applied in the same way to the asymptotic relation (48). Thus, under condition D, conditions E, and F, imposed on distribution of the random variable \( \beta_i \), are necessary and sufficient for relation (48) to hold.

Remark 7. As follows from the proof presented above, the assumption \((x_1)\ u_\varepsilon \in \mathbb{W}\) can be omitted in the statements of necessity in Lemma 6; the assumption \((x_2)\ p_\varepsilon^{-1} \in \mathbb{W}\) in the statement of sufficiency in Lemma 6, for the case \( \gamma = 1 \); and the assumption \((x_3)\ u_\varepsilon, p_\varepsilon^{-1} \in \mathbb{W}\), i.e. condition D, in the statement of sufficiency in Lemma 6, for the case \( 0 < \gamma < 1 \). In sequel, these assumptions can be omitted in the corresponding statements in and in Lemmas 4-5 and Theorem 1.

Remark 8. The simplest variant for normalization functions is when \( u_\varepsilon = \varepsilon^{-1} \).

In this case, due to condition H, function

\[
p_\varepsilon^{-1} = \frac{a \varepsilon^{-\gamma}}{L(\varepsilon^{-1})}.
\]

Both functions belong to the class \( \mathbb{W} \). In this case, condition D can be omitted in Lemmas 4-6 and Theorem 1.

Remark 9. As follows from the proof of Lemma 6, conditions E and F can be replaced in Lemmas 4-6 and Theorem 1 by the equivalent conditions G and H.

Remark 10. In the case \( 0 < \gamma < 1 \), condition E is equivalent to the condition K, which means that the distribution \( G(t) \) belongs to the domain of attraction of the stable law with the parameter \( \gamma \). In the case \( \gamma = 1 \), the condition E is necessary and sufficient condition for the distribution \( G(t) \) to belong to the domain of attraction of the degenerated law, as it was given, for example, in Feller (1966). In both cases, Lemma 6 just unifies these conditions for both cases and gives a convenient form for the additional balancing condition that should connect the normalization function \( u_\varepsilon \) and the function \( p_\varepsilon^{-1} \) determining the number of summands in the sum \( \xi_\varepsilon(t) \).

Remark 11. The specific Markov property (1) possessed by the Markov renewal process \((\eta_n, x_n, \zeta_n)\) implies in an obvious way that

\[
(\text{y}) \quad P_i\{x_{n_1} > t\} = \sum_{j \in X} P_i\{\eta_{n_1-1} = j\} P_j\{x_{1} > t/\zeta_{1} \in D_{\varepsilon}\}.
\]

It follows from (y) that, under condition A for any normalization \( u_\varepsilon \),

\[
(\text{z}) \quad \text{the random variables } x_{n_1}/u_\varepsilon \xrightarrow{p} 0 \text{ as } \varepsilon \to 0.
\]

This relation implies that the first-rare-event times \( \xi_\varepsilon = \sum_{n=1}^{u_\varepsilon} x_n \) can be replaced in Theorem 1 by the modified first-rare-event times \( \xi'_\varepsilon = \sum_{n=1}^{u_\varepsilon-1} x_n \) and, moreover, by any random variable \( \xi''_\varepsilon \) such that \( \xi'_\varepsilon \leq \xi''_\varepsilon \leq \xi_\varepsilon \).
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