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ZAKHAR KABLUCHKO AND ALEXANDER MARYNYCH

RENEWAL SHOT NOISE PROCESSES IN THE CASE OF SLOWLY

VARYING TAILS

We investigate weak convergence of renewal shot noise processes in the case of slowly
varying tails of the inter-shot times. We show that these processes, after an appro-

priate non-linear scaling, converge in the sense of finite-dimensional distributions to

an inverse extremal process.

1. Introduction and main result

Let ξ1, ξ2, . . . be independent copies of a positive random variable ξ. Define the random
walk (Sn)n∈N0

by
S0 := 0, Sn := ξ1 + . . .+ ξn, n ∈ N,

and let (ν(t))t≥0 be the corresponding first-passage time process for (Sn)n∈N0
:

ν(t) := inf{k ∈ N : Sk > t}, t ≥ 0.

For a locally bounded and measurable function h : [0,∞) → R define the renewal shot
noise process (Y (t))t≥0 as follows:

Y (t) :=

∞∑
k=0

h(t− Sk)1{Sk≤t} =

ν(t)−1∑
k=0

h(t− Sk), t ≥ 0.

As is readily seen from the definition, the renewal shot noise processes may serve as
models of diverse phenomena of a cumulative nature, in which an overall effect in some
system (say, current in a vacuum tube) is induced by the individual effects of a constantly
arriving stream (say, electrons) of particles, claims, customers etc. These processes were
used in various fields of applied science and we refer the reader to a recent book [8] for
a rather complete list of possible applications.

The asymptotic behavior of renewal shot noise processes has attracted a considerable
attention in the past years. Their weak convergence was analyzed in [7, 9, 10, 11, 12],
see also [16, 17, 18] for the case of Poisson shot noise, and to date there is more or
less complete picture of their limiting behavior at least in the sense of convergence of
finite-dimensional distributions. The book [8] provides a comprehensive survey of the
topic.

In this paper we focus on a special class of renewal shot noise processes that has not
been studied before, namely, we are interested in the case when the distribution of the
inter-shot times ξ1, ξ2, . . . has a slowly varying tail:

(1) P{ξ > x} ∼ 1

L(x)
, x→ +∞

for some L slowly varying at infinity. Without loss of generality we assume that the
function L in (1) is chosen as strictly increasing, continuous on [0,∞) with L(0) = 0, see
Lemma 4.1 below. Under these assumptions L possesses the unique inverse function L←

such that L←(L(t)) = L(L←(t)) = t for all t ≥ 0.
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Before stating our main result let us briefly recall some known facts about the behavior
of random walks with slowly varying tails of the steps. From the classical result by Darling
[4], it is known that every linear normalization anSn+ bn leads to a degenerate limit and
in order to obtain a proper limiting behavior one has to consider a non-linear scaling.
More precisely, the following convergence in distribution holds

(2) n−1L(Sn)
d→ X , n→∞,

where X has a standard Fréchet distribution, i.e. P{X ≤ x} = e−1/x, x > 0. The
functional analogue of (2) was established in [15] and reads

(3) n−1L(S[n·])
J1=⇒ m(·), n→∞,

on the Skorohod space D[0,∞). Here and hereafter the notation
J1=⇒ (

M1=⇒) is used to
denote weak convergence of random elements on D[0,∞) endowed with the J1-topology
(the M1-topology)1. The stochastic process (m(u))u≥0 is the extremal process of a Pois-
son process P on [0,∞)× (0,∞] with intensity dt× y−2dy. That is, if P :=

∑
k δ(tk,yk)

where δx denotes the Dirac measure at point x ∈ [0,∞)× (0,∞], then

m(u) := max
k:tk≤u

yk, u ≥ 0.

Let (m←(u))u≥0 be a generalized inverse of (m(u))u≥0 defined by

m←(u) := inf{y ≥ 0 : m(y) > u}, u ≥ 0.

With this notation at hand we can formulate our main result as follows.

Theorem 1.1. Let h : [0,∞) → [0,∞) be a locally bounded measurable function such
that h ◦L← is regularly varying at infinity with index α ∈ R. If (1) holds, then for every
n ∈ N and 0 < u1 < . . . < un <∞, we have

(4)

(
Y (L←(tu1))

th(L←(t))
, . . . ,

Y (L←(tun))

th(L←(t))

)
d→ (uα1m

←(u1), . . . , uαnm
←(un)), t→∞.

The properties of the extremal process (m(u))u≥0 and its inverse (m←(u))u≥0 are well-
understood, see [6], [21] and [22]. In particular, the marginals of m← are exponential

(5) P{m←(u) > v} = e−v/u, u, v ≥ 0.

and (m←(u))u≥0 has independent (but not stationary) increments. The two-dimensional
distributions of (m←(u))u≥0 as well as the distribution of its increments are also known
explicitly, see Propositions 2.2 and 2.3 in [19]. Finally, let us note that both (m(u))u≥0
and its inverse are nondecreasing for u ≥ 0 and almost surely continuous at every fixed
u ≥ 0, see Proposition 4.7 in [22].

The rest of the paper is organized as follows. In Section 2 we present some relevant
results from the renewal theory for random walks with slowly varying tails. Even though,
they follow more or less directly from the basic convergence (3), we have not been able
to locate them in the literature in the desired generality. The main result is proved in
Section 3. An auxiliary lemma is given in the Appendix.

2. Renewal theory for random walks with slowly varying tails

Using the well-known continuity of the first-passage time mapping in the M1-topology,
see [25], we obtain from (3) the following functional limit theorem for the process
(ν(t))t≥0.

1For the definition of the Skorohod space D[0,∞), as well as different topologies on it, we refer to
the treatise [26].
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Theorem 2.1. Under the assumption (1) we have

t−1ν(L←(t·)) M1=⇒ m←(·), t→∞,

on D[0,∞).

Remark 2.2. The convergence of finite-dimensional distributions has been proved by
direct calculations in [19], see Theorem 2.1 therein. As has already been mentioned,
the process (m←(u))u≥0 is continuous in probability and, for every t > 0, the process
u 7→ t−1ν(L←(tu)) is almost surely nondecreasing, hence it is tempting to apply Theorem
3 in [2] to deduce a strengthened version of Theorem 2.1 in the J1-topology. However,
as has been noted in [27], Bingham’s assertion is incorrect. Indeed, as we show next,
the M1-convergence in Theorem 2.1 cannot be replaced by the J1-convergence, providing
another counterexample to Bingham’s Theorem 3. To show directly that there is no
convergence in the J1-topology, consider the functional

J(f(·)) := sup
u∈[0,1]

|f(u)− f(u−)|, f ∈ D[0,∞).

It is J1-continuous on the set of all f ∈ D[0,∞) having no jump at 1 (see Theorem
4.5.5 in [26]), which is a zero set with respect to the law of (m←(u))u≥0. If there were
convergence in the J1-topology, the continuous mapping theorem would imply

J(t−1ν(L←(t·))) d→ J(m←(·)), t→∞,

but J(t−1ν(L←(t·))) ≤ 1/t→ 0, as t→∞, while P{J(m←(·)) > ε} > 0, for every ε > 0,
yielding the desired contradiction. Roughly speaking, the reason for the failure of the
J1-convergence is that the jumps of the limit process (m←(u))u≥0 appear as limits of
large numbers of small jumps of size 1/t in the pre-limit process u 7→ t−1ν(L←(tu)).

Using that (m←(u))u≥0 is almost surely continuous at u = 1 and (5), we recover the
one-dimensional result, originally due to Teicher [24] (see also Proposition 2.1 in [13] for
an alternative proof by the method of moments).

Corollary 2.3. Under the assumption (1) we have

ν(t)

L(t)

d→ E1, t→∞,

where E1 has standard exponential distribution.

Other important quantities in the renewal theory are the last-value function u 7→
Sν(u)−1 and the overshoot u 7→ Sν(u)−u. Applying Theorem 13.6.4 in [26] we obtain the
following result: for every fixed u > 0,

(6)

(
L(Sν(L←(tu))−1)

t
,
L(Sν(L←(tu)))

t
− u
)

d→ (m(m←(u)−),m(m←(u))− u) ,

as t→∞. Replacing t in the relation above by L(t)/u yields

(7) (m(m←(u)−),m(m←(u)))
d
= u (m(m←(1)−),m(m←(1))) ,

as well as (
L(Sν(t)−1)

L(t)
,
L(Sν(t))

L(t)

)
d→ (m(m←(1)−),m(m←(1))) , t→∞.

Observe that m(m←(1)−) < 1 is the last value of m before reaching the level 1, whereas
m(m←(1)) > 1 is the first value of m after reaching the level 1. In order to calculate the
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distribution of the limit, note that for all 0 < x1 < 1 and x2 > 1,

P{m(m←(1)−) ≤ x1,m(m←(1)) ≤ x2}

=

∫
[0,∞)

P{m(s−) ≤ x1,m(s) ≤ x2,m←(1) ∈ ds}

=

∫
[0,∞)

P{P([0, s)× (x1,+∞)) = 0,P([s, s+ ds]× (1, x2]) ≥ 1}

=

∫ ∞
0

exp

{
−
∫ s

0

∫ ∞
x1

dx

x2
dt

}∫ x2

1

dx

x2
ds = x1

(
1− 1

x2

)
.

The same formula follows immediately from the fact that the range of (m(u))u≥0 form
a Poisson point process on (0,∞) with intensity x−1dx, see Theorem 1 and Corollary 1
in [21] (by the way, the same is true for the range of the inverse process (m←(u))u≥0).
Summarizing, we obtain the following result.

Theorem 2.4. As t→∞,(
L(Sν(t)−1)

L(t)
,
L(Sν(t))

L(t)

)
d→ (U ,V),

where U and V are independent, U has uniform distribution on (0, 1) and V has distri-
bution P{V > x} = 1

x for x ≥ 1.

Example 2.5. Consider a simple symmetric random walk on Z2 starting at the origin.
Denote the times at which the random walk returns to the origin by ξ1 + . . . + ξk,
k ∈ N, so that ξk is the length of the k-th excursion away from the origin. Then,
ξ1, ξ2, . . . are independent identically distributed random variables and it is known [5]
that P{ξ1 > n} ∼ π/ log n as n → ∞. Denoting by ν(u) the number of visits to the
origin up to time u > 0, we obtain from Theorem 2.1 that

t−1ν(exp(t·)) M1=⇒ π−1m←(·), t→∞,
on D[0,∞), a result which was obtained in [14]. Recently, an independent proof has been
given in [20].

3. Proof of Theorem 1.1

We start with an auxiliary lemma.

Lemma 3.1. Let L : [0,∞)→ [0,∞) be a strictly increasing continuous function slowly
varying at +∞ such that L(0) = 0, limx→+∞ L(x) = +∞ and let h : [0,∞)→ [0,∞) be
a function such that h ◦ L← is regularly varying at +∞ with index α ∈ R. Then

• h is slowly varying at +∞;
• for every u > 0 and ε ∈ (0, u), it holds

(8) lim
t→+∞

sup
y∈[0, u−ε]

∣∣∣∣h(L←(tu)− L←(ty))

h(L←(t))
− uα

∣∣∣∣ = 0.

Proof. Slow variation of h follows immediately from the regular variation of h◦L←, slow
variation of L, and the equality

h(ut)

h(t)
=
h(L←(L(tu)))

h(L←(L(t)))
, u > 0.

To prove (8) we argue as follows. Since L is slowly varying and increasing, we have, for
0 < a < b,

(9) lim
t→+∞

L←(ta)

L←(tb)
= 0.
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From (9) we immediately obtain,

(10) lim
t→+∞

sup
y∈[0, u−ε]

∣∣∣∣L←(tu)− L←(ty)

L←(tu)
− 1

∣∣∣∣ = 0, u > 0, ε ∈ (0, u)

By the triangle inequality,∣∣∣∣h(L←(tu)− L←(ty))

h(L←(t))
− uα

∣∣∣∣ ≤ h(L←(tu)− L←(ty))

h(L←(tu))

∣∣∣∣h(L←(tu))

h(L←(t))
− uα

∣∣∣∣
+ uα

∣∣∣∣h(L←(tu)− L←(ty))

h(L←(tu))
− 1

∣∣∣∣ .
It remains to show that

(11) lim
t→∞

sup
y∈[0,u−ε]

∣∣∣∣h(L←(tu)− L←(ty))

h(L←(tu))
− 1

∣∣∣∣ = 0

By the uniform convergence theorem for slowly varying functions, see Theorem 1.2.1 in
[3], for every δ > 0 there exists s0 > 0 such that,

(12) 1− δ ≤ h(λs)

h(s)
≤ 1 + δ,

for all s ≥ s0 and all λ ∈ [1/2, 2]. From (10) it follows that there exists t1 > 0 such that

1

2
≤ L←(tu)− L←(ty)

L←(tu)
≤ 2 and L←(tu) ≥ s0,

for all t ≥ t1 and y ∈ [0, u− ε]. Combining pieces together, we see that (11) follows from

(12) with s := L←(tu) and λ := L←(tu)−L←(ty)
L←(tu) . The proof of the lemma is complete. �

Proof of Theorem 1.1. We use the following representation for the renewal shot noise
process:

Y (u) :=

∫
[0, u]

h(u− y)dν(y), u ≥ 0.

Using this formula we infer, for t > 0,

Y (L←(ut))

th(L←(t))
=

∫
[0, L←(ut)]

h(L←(ut)− y)

th(L←(t))
dν(y), u ≥ 0.

Recall that we assume strict monotonicity and continuity of L and also that L(0) = 0.
Change of the variable formula gives

Y (L←(ut))

th(L←(t))
=

∫
[0, u]

h(L←(ut)− L←(zt))

h(L←(t))
dz
ν(L←(zt))

t
,

where dz denotes the differential with respect to z. Fix some n ∈ N, 0 < u1 < . . . < un
and γ1, . . . , γn ≥ 0. Fix also ε ∈ (0, u1). According to the Cramér-Wold device, it is
enough to check that

(13)

n∑
i=1

γi
Y (L←(uit))

th(L←(t))

d→
n∑
i=1

γiu
α
i m
←(ui), t→∞.
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Rewrite the left-hand side of (13) as follows:
n∑
i=1

γi
Y (L←(uit))

th(L←(t))

=

∫
[0,∞)

(
n∑
i=1

γi
h(L←(uit)− L←(zt))

h(L←(t))
1{0≤z≤ui−ε}

)
dz
ν(L←(zt))

t

+

∫
[0,∞)

(
n∑
i=1

γi
h(L←(uit)− L←(zt))

h(L←(t))
1{ui−ε<z≤ui}

)
dz
ν(L←(zt))

t

= Z1,ε(t) + Z2,ε(t).

According to formula (8) in Lemma 3.1,

Z1,ε(t) =

∫
[0,∞)

(
n∑
i=1

γi(u
α
i + o(1))1{0≤z≤ui−ε}

)
dz
ν(L←(zt))

t
,

where the term o(1) does not depend on z ∈ [0, ui − ε] and tends to zero as t → ∞,
whence

Z1,ε(t) =

n∑
i=1

γi(u
α
i + o(1))

ν(L←((ui − ε)t))
t

.

From Theorem 2.1 we obtain

Z1,ε(t)
d→

n∑
i=1

γiu
α
i m
←(ui − ε) =: Z1,ε.

Obviously, m←(ui − ε) ↑ m←(ui−) almost surely, as ε→ 0+ for all i = 1, . . . , n. There-
fore, almost surely,

Z1,ε →
n∑
i=1

γiu
α
i m
←(ui−) =

n∑
i=1

γiu
α
i m
←(ui), ε→ 0+,

where the second equality follows from the almost sure continuity of (m←(u))u≥0 at
arbitrary fixed u ≥ 0, see Proposition 4.7 in [22]2. According to Theorem 4.2 in [1] it
remains to show

(14) lim
ε→0+

lim sup
t→∞

P{Z2,ε(t) > δ} = 0,

for every fixed δ > 0. Note that (14) follows once we can show that

lim
ε→0+

lim sup
t→∞

P{ν(L←(ut))− ν(L←((u− ε)t)) > 0} = 0,

for every fixed u > 0. We have

P{ν(L←(ut))− ν(L←((u− ε)t)) > 0} = P{ν(L←(ut))− ν(L←((u− ε)t)) ≥ 1}
= P{Sν(L←((u−ε)t)) ≤ L←(ut)}
= P{L(Sν(L←((u−ε)t)))/t ≤ u}
→ P{m(m←(u− ε)) ≤ u}, t→∞

by formula (6). Finally,

P{m(m←(u− ε)) ≤ u} (7)
= P{m(m←(1)) ≤ u/(u− ε)} =

ε

u
,

since m(m←(1)) has a Pareto distribution, see Theorem 2.4. The last expression tends
to zero, as ε→ 0+. This completes the proof of Theorem 1.1. �

2Since (m←(u))u≥0 is nondecreasing, stochastic continuity at fixed u ≥ 0 implies almost sure conti-

nuity at u.



20 ZAKHAR KABLUCHKO AND ALEXANDER MARYNYCH

4. Appendix

The lemma below shows that without loss of generality the slowly varying function L
in (1) can be chosen continuous and strictly increasing on [0,∞). Analogous statements
regarding the existence of a nondecreasing asymptotically equivalent function are well-
known, see p. 17 in [23] or Proposition 1.3.4 and Corollary 1.3.5 in [3].

Lemma 4.1. Let L : [0,∞)→ [0,∞) be a nondecreasing function slowly varying at +∞
with limx→∞ L(x) = +∞. Then there exists a strictly increasing and continuous function
L1 : [0,∞)→ [0,∞) such that L1(0) = 0 and L(x) ∼ L1(x), x→∞.

Proof. Using the representation theorem for slowly varying functions [3, Theorem 1.3.1]
together with Corollary 1.3.5 in the same reference we have

L(x) = c(x) exp

{∫ x

0

ε(u)u−1du

}
, x ≥ 0,

for some measurable function c(·) such that c(x) → c ∈ (0,∞), as x → ∞, and a
nonnegative function ε(·) such that ε(x) → 0, as x → ∞. Define the function ε1 as
follows:

ε1(u) :=


u, if u ≤ 1,

ε(u), if u > 1 and ε(u) > 0,

1/u, if u > 1 and ε(u) = 0.

Clearly, b :=
∫∞
0

(ε(u)− ε1(u))u−1du is a finite constant. Set

L1(x) := ceb
(

exp

{∫ x

0

ε1(u)u−1du

}
− 1

)
, x ≥ 0.

Since ε1 is positive, L1 is strictly increasing. The continuity of L1, the relation L1(x) ∼
L(x), x→∞, and the equality L1(0) = 0 are trivial. The proof is complete. �
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