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TAKASHI KOMATSU

ON THE MARTINGALE PROBLEM FOR
PSEUDO-DIFFERENTIAL OPERATORS OF VARIABLE ORDER

Consider parabolic pseudo-differential operators L = 9y — p(z, D) of variable order
a(z) < 2. The function a(z) is assumed to be smooth, but the symbol p(z,§) is
not always differentiable with respect to . We will show the uniqueness of Markov
processes with the generator L. The essential point in our study is to obtain the
LP-estimate for resolvent operators associated with solutions to the martingale prob-
lem for L. We will show that, by making use of the theory of pseudo-differential
operators and a generalized Calderon—Zygmund inequality for singular integrals. As
a consequence of our study, the Markov process with the generator L is constructed
and characterized. The Markov process may be called a stable-like process with
perturbation.

1. INTRODUCTION AND NOTATION

Set Dy = —i8,, where z = (z;) € R and § = 0, = (0/9x,)). Then a symbol p(z, ) is
associated with the pseudo-differential operator p(z, D,) by the relation p(z, D, )e'*¢ =
e Ep(x, £). We consider a symbol

—p(l‘,f) = w(q’" a(ﬂ?),ﬁ) + 90(337§)

which is a negative definite function of &, where «, v, ¢ are functions satisfying the
following condition.

(1) R? >z — a(x) € (0,2] : smooth,
() @A) =X a1, E) (A>0),
(3) (0,237 — (e, 7,6 (I =1) : smooth,
(4) r — 0" Y(x,v,§) (Jv]| <d+1): continuous and bounded,
(5) 3> 0, p(x,€) = (|74 (lg] = o0) .
Let W = D(R; — R?) be the cad-lag path space, and X;(w) := w(t) for w = (w(t)) €
W. Set Wy = 00 (Xs;s < t+¢), W= 0(Xs;s < o0). We consider a parabolic
pseudo-differential operator L = d; — p(x, D,). A probability measure P on (W, W) is
called a solution to the martingale problem for the operator L if the process

(ewlix, e+ [ (X0 €) ds )

is a martingale w.r.t. (W;, P) for any ¢ € R%. It is usually expected that the process
(W, (Wy), P; X¢) is a Markov process with the generator L.

Bass [1] and Negoro [10] studied on a Markov process with the generator —(—A)*(*)/2
of variable order 0 < a(x) < 2. The Markov processes associated with pseudo-differential
operators with smooth symbols were studied in several articles (Hoh [3], Jacob-Leopold
[4], Jacob [5], etc). There are two typical cases where the martingale problem for L is
well-posed.
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Case 1: p(x,&) is a smooth symbol. Applying the theory of pseudo-differential opera-
tors, under the non-degenerate condition

sup {Re ¥(z,7,&) |z eRY, 0<y <2, [¢|=1}<0,

we can show the existence of the smooth transition function of the Markov process with
the generator L (Komatsu [8]).

Case 2: a(x) is a constant function. Using a generalized Hormander inequality for
singular integrals, under the non-degenerate condition, it is proved that the existence
and the uniqueness of solutions to the martingale problem for the operator L hold good
(Komatsu [6], Komatsu [7]).

One of the key points of this article is the unusual but well-devised definition of the
pseudo-differential operator i (x,~, D,), where the analytic distribution A — [ri] is
used. Though the general notion of the analytic distribution can be found in [2], it
might be better to give here a short sketch of the analytic distribution.

Let D = C5°(R?) be a space of test functions on R?, and let D’ denote the space
of distributions. Consider a distribution fy = (fx, - ) € D’ with parameter A € A,
where A is an open domain in C. We say that f) is an analytic distribution if the
function A 3 A — (f», ¢) is analytic for any ¢ € D. Define derivatives (d/dA)™ fx by
((d/dN)™ fx, @) = (d/dN)"*(fx, #). From the sequential completeness of the space D’, we
have (d/d\)" fx € D', and the Taylor expansion

—h" d
Prin = > — (75" Fx

n!
n=0

holds in the sense of D’. Then it is possible to consider the analytic continuation of the
analytic distribition in the following way. Let fy (A € A) be an analytic distribution,
and A C A; C C. Assume that the function A 3 A — (f, ¢) can be extended to the
analytic function A7 3 A — g¢x(¢) for any ¢ € D, and set (fx,d) := gr(¢). Then the
distribution A; 3 A — f) is an analytic extension of the distribution A 3 A — f).

Let d = 1, and let [v}] denote the analytic distribution defined for e A\ > —1
associated with the function z3 on R!. The largest extension of the analytic distribution
[z} ] is the analytic distribution defined on A = {A\ € C | A # —1,-2,---}. If —=n —1 <
Re A < —n, the equality

(o) = [ ( -y & )dx

k=0

holds for any ¢ € D. Note that the analytic distribution A — [z2] has poles of order 1
at negative integers, but its modification A — [z2]/T'(A + 1) is an entire distribution.
We see that

lim ( [24]

Jm (CEagy 0@ = FTT0) = (600 (@), 6(@).

On the other hand, the analytic distribution A — [(z +i0)*] is defined by

@3]+ e @] (=1 ¢ N),

[(13 + ZO))\] = { [x7"] £im(—=1)"/(n — 1)! x 5('”71)(%) (—A=neN),
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where the distribution [x~"] (n € N) is defined by the formula

(1), 6(2))
5 (6t0) + 0(-2) — 2 7 g0 ®0(0)) d, n=2m,

00 _om_ m—1 g2k+1
o2 (0(e) = 6(-2) — 2 I o V() da m=2m k1

We have the equality

f[ﬁ%ﬁv)] © = o= (€Fi0)  (EeRY

where F[ - |(£) denotes the Fourier transform in the distribution sense. Since the Fourier
transform of an entire distribution is also an entire distribution, v — (£ F¢0)7 is an
entire distribution.

Consider the general case d > 1. Let o(dw) be the area element on S9¢~1. It is natural
to define the analytic distribition A\ — [|z|*] associated with the function |z|* on R? by

({[l2]], () = <[7“i+d1]7/| |=1¢(Tw) o(dw))  A+d#0,-2,—4,---),

because these equalities hold in the usual sense for e A > —d. This suggests a natural
way to define the pseudo-differential operator i (x,~, D,). Consider a function m(x,y,w)
on R% x (0,2] x S9! such that

(1) VYe,y), mle,y,w) € Csi),

(2) 0,2] 5y — m(z,v,w) > 0 : smooth,

(3) m(x,2,w) =0, / w m(z,1,w) o(dw) = 0.
Jw|=1
We define a pseudo-differential operator 1 (x, v, D;) of order 0 < v < 2 by

$@A D@ = 0 [ g ) mie o))

Note that the analytic distribution v — [7“;7_1] has poles of order 1 at non-negative
integers. For v = 1,2, we have

P(x,1, De) f () = / (@ +y) = f(2) = Iy i<y y - 0f (2)) mlz, Ly/lyl)lyl =" dy

(/ B w [0ym(z, 7, w)]y=1 U(dw)> -0f (x),

9,2, D) f(w) = 5 tr] </| " Oyml @)oo U(du})) (90" f(@)) ].
Consider an operator ¢(z, D) defined by
oz, Dy) f(z) = /[f(ﬂ? +9) = f(@) = La@)>11elyi<1y ¥ - OF ()N (2, dy)

+I{oz(;c)>1+s} b(i[:) : af(x)
We assume that the following condition is satisfied:

sup b(z)]| + / sup(1 A [y|*@~)|N (z, dy)| < oo.

Then we see that ¢(z,&) = o(|¢|*(*)=%). It is not necessary that b(-) and N(-,dy) be
continuous.
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Theorem. Under the non-degenerate condition that 1 (x,v,€) < 0 for (x,7,¢) € R4 x
(0,2] x St the martingale problem for the operator

L= at + 1/)(%04(55)71735) + @(vaI)

is well-posed, that is, the existence and the uniqueness of solutions holds good.

2. ESTIMATES FOR FUNDAMENTAL SOLUTIONS

One of the bases of our reasoning is the theory of pseudo-differential operators. For a
bdd function {(z) and 0 < § < 1, we define

|]N)|i = sup sup {|8BD7p|< >V3|—C(96)—<5|’7\}7
[B+vI<k z,€

Sis = {p(x,€) € C=(R¥) | [pff < o0 (vh)},
where (¢) = /2 + |£]2. Each pseudo-differential operator in the class

Prs = {p(x,Dy) | p(x,€) € S5 5}

is called an operator of variable order ((z). If p;(z,&) € 81475 (j = 1,2), the symbol

(p1op2)(x, &) of the iterated operator p1(x, D, )p2(z, D,) belongs to the class Sfl(;r@, and
the asymptotic expansion formula

1 _N(1—
piops — Y il Ofp1Dipy € SGTe N9
(<N

holds for any N € Z; (see Kumano-go [9]).
Let p(r) be a smooth function on Ry such that p(r) =1 for r < 1, p(r) =0 for r > 2
and 0 < p(r) < 1 for 1 < r < 2. We fix a point 2o € R% and set

q(z,§) = — (W(xo, alx), ) % p)(&) + (Y(xo,a(x),-) * p)(0),

where p(&) = Fp(| - )](€). Note that we consider the symbol not v (zg,a(zg),€)
but ¥ (zo, a(z),§). The symbol g(z,§) belongs to the class Si'5. Let u(s,z, D;) be the
fundamental solution to the Cauchy problem for the operator 95 + ¢(z, D,).

We now survey how to construct the fundamental solution. Set g = ¢(z, &) and ug(s) =
uo(s, x, &) = exp(—sq). We may assume that there exists a constant ¢ > 0 such that

[uo(s, @, €)| < exp(—es(€)*™).
Define symbols {u;(s)};>1 by u;(0) =0 and
1
—@s+qui(s) = Y 7 Oq Dyux(s).
le|+k=j,le1£0
The following estimates hold good (see [8], Lemma 3).

Proposition 1. Fiz 0 < 6 < 1. There exist constants Cg-; such that

8BD7U,'(S x E) ] [B1+|~]+25
§ I\ < Cans —1Bl+6|v|-i(1-9) § a(z)yk
’U,O(57 x, g) o o <£> k=1 (S<£> )

For sufficiently large N, we define the symbol

HN(S) (s,2,8) : Zu]
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From the asymptotic expansion formula, we have

~

Fa(s) = —(0s + @) o un(s) € SFHTUTON,

The symbol u(s) = u(s, z, ) of the fundamental solution can be constructed by

wn(®) =60, wils) = [ Pl owsals—riar (21

s §) =il .8) + [ () o (L wyts = 1) dr

Hereafter, we assume that inf, a(z) > 0. We define the resolvent operator G (A > 0) by

Grf(z) = /000 e u(s,x, Dy)f(x) ds.

We use the convention of letting c¢.’s to stand for positive absolute constants. Each c. may
denote a constant different from other ¢.” s. From the next proposition and the Young
inequality, we have the estimate

MGAflle < e |[fllze-

Proposition 2.  For any 3 € R?, there exists a constant cg such that

|F0¢u(s, %, )ly) < cg  (s>0, y,z€RY,

and there is a constant C such that
> —SA —1 1
/ e Misup |F~u(s, 2,)]()| [|gr ds < C %
0 z

Proof. From Proposition 1, for 0 < s < 1,

F 0 us (5,2, Ol = [FH08u5(s, 2,0 =g 1/me) (1)
18]+24

< ec Z /((5_1/(’§>(’)k e—sq(z7s_1/“§) d¢
k=1

< c.+c./ e clEl” ¢ < e,
l€1>1

where o = «a(z). It is much more easy to show that

sup | F 1 [00u;(s, 2, O)](y)] < oo
s>1,y,z

These prove the first claim. The second claim is proved by the inequality
W F uls, 2, )@ < e D [F O uls, 2, 9))(y)l.
[Bl<d+1
Similarly to the above proof, we can prove that there exist constants c. such that
WYNFMuls, 2, )]s *Py)| < e 57,
W) TNF G uls, 2, )V Py)| < e s HHI/G)]

Moreover, the following proposition can be proved with the use of Proposition 1 (see [7],
Lemma 2.3).
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Proposition 3. Let 0 <n < yA1l. There is a constant Cy., such that

W) Fp(Yuls, 2, )(sV*Oy)| < Cpy [ sup D> [00p()] | s/
1= 51 <d41

for any homogeneous function ¢(&) with index .

From the above-presented estimates and the Holder inequality, we obtain the following
proposition.

Proposition 4.  Let ap = inf, a(z) > 0.
(1) Ifpoo > d, then G fllwo < ¢ A=1/200 | £,
(2) If plag — 1) > d, then|| DG flloo < . XHHAFd/P) /0o | £,
B)Ifo<n<agAl and (ag —n)p > d, then

I [Dal"GAf lloo < e ATHHOEA/D00 | ]| 1y,

3. ESTIMATES FOR SINGULAR INTEGRALS

Though the order function «(x) is smooth, the symbols ¢ (z, a(z), £) and p(zx, £) are not
smooth. Then we need the theory of singular integrals, as well as the theory of pseudo-
differential operators, on which we will base the analysis for the operator p(z, D,). Let
(&) be a homogeneous function with index 0, and let p($) be the average of ¢(-) over
S2=1. Then ky(z) := F¢](z) — u(¢)d(x) is a homogeneous function with index —d.
Define the singular integral operator [f — kg * f] by

(ko x @) =tim [ ks(w)S(z =) d.
Y Jy|>n

Then we have ¢(D,) f(x) = (kg* f)(z)+u(¢) f(x). The estimate in the following theorem
(Komatsu [7], Theorem 2.1) is a key in this theory.

Lemma 1 (generalized Hormander inequality).

Isup|@=(Da) fl llor < Cp | sup 10261 Il

e p1<a
for any system {¢$.(£)} of homogeneous functions with indez 0.
Define a pseudo-differential operator H by
Hf(x) = h(z, Dy)f(z) = ¥(z0, a(2), Dy) f(2) + q(z, D) f ().
We have

h(x7§)=<[Tla(m)71](1—p(r)),/ e m(x0, al(w), w)o (dw)) + (¥ (w0, (), ) ) (0).

Jw|=1
We see that the symbol (1 — p(|¢]))(h(z,&) — h(z,0)) belongs to the class Sﬁgx)_l.

Proposition 5.  Let {¢.(7,£)} be a system of functions on (0,2] x RY such that

(1) ¥(7,A) = A7 4.(7,€) (A >0),
(2) (0,2] x 8971 3 (v,8) — ©.(7,€) is a smooth mapping.
Then there exists a constant Cp, such that

II'sup (¥ (@), Da)Grf)@)] [l < Cp | sup o 12e(: 1| I flee

z,7,|€|=1 18] <d+1
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Proof.  Set ¢.(£) = v.(7,€)/¢(xo,7,€) which is independent of v, and po(€) =
p(l€]), p1(&) = 1 — p(|€]). Let ga(z,&) be the symbol of a pseudo-differential opera-

tor Ga: .
7)\5 S T é-
9= [ ) ds

wz(a( ):€)p1(8)) 0 9a(=, &)
(5) 1(E)P(wo, (), €)) 0 galw, §)

Then we have

45/3 )oq—(¢ p1)d] 0 gx — ($=1) 0 g 0 gx
G2p1) 0q — (¢=p1)q] 0 gr + (d2p1) 0 (Agx — 1).

Cy,= sup Z |3??/Jz(%f)|~

z,7,[€|=1 18] <d+1

It can be proved that
sup () TNF " e (a(z), )l ()] < e Cl

z,Y,2

We observe that the symbol p.(z,&) := [(¢.p1) © ¢ — ¥, p19)](x, &) belongs also to the

a(x) 1

class S; . We have estimates

R 1 (at)at
sup (I IF ) ©) @ )] < () ,

(1/a(x))Al
sup (B F 1 (B2, €) 0 ga(@, O)(W)| < c. C. < A)

Y,z

It may not be a routine work to show these estimates, but these can be proved in a
similar way to the proof of Proposition 2. Since

. (a(x), Do)Gaf(x) = 1. (c(2), D2)po(Da)Gaf (x) + ¢ (2, Do) Grf ()
+ 62(D2)p1 (Do) (A, Dy) + NGaf () — f(2)),

from the generalized Hormander inequality and the Young inequality, the proof is com-
pleted.
Define the operators

Un = (Q(anm)_p(vaw))G)\
= (1/1(967 a(x)a Da:) - 1/J(9607 a(x)a Da:) + h({E, DI) + (,0(1[:, DI))G)\

Since ¢(, &) = o(|€|*(*)=¢), it can be proved that
le(x, Da)GallLr — 0

as A — oo (see [6], Theorem 2). From Proposition 5, we see that Uy, is a bounded operator
on LP. Here, we assume that the value

la() = al@o)los + sup D N070(7,€) = 9% (wo, 7, )l

71€1=1 18]<d+1
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is sufficiently small. Then there exists Ao such that |Ux|z» < 1 for A > XAg. Let p >
d/(inf, a(zx)), and let us define bounded operators on LP by

R,\ZG)\[I—U)\]_l ()\>/\0).

We see from Proposition 4 that Ry is a bounded operator from LP to C(R%)(LP in
both L? and L* norms. We have

(A+p(x, D)) Rof=f  (feLP),
and if f € [I — U\]JC$*(RY), then Ryf € G\ C(R?) C C°(RY).

4. LP—ESTIMATE AND PROOF OF THE THEOREM

The proof of the uniqueness of solutions to the martingale problem is based on the
following lemma (see [6], Lemma 3.1).

Lemma 2. Let P! and P? be two probability measures on (W, W) with P}[X, € dz] =
P%[Xy € dx]. Let E*[ - | W;| denote the conditional expectation by P*. The property
Vs >0, YA > N, Vf € C(RY)NLP, g € C(RY),

B [T et et w] =ox) e=12)

implies that P! = P? on W.
Let P be a solution to the martingale problem for L = 9; —p(x, D, ). Then the process
M} = e Grp(Xy) + /Ot e A+ p(x, Dy))Grg(Xs) ds
is a martingale w.r.t. (W;, P) for any ¢ € C$°(R?). This implies that
E [ /O T e I - U g(Kase)dt | ws} — Gro(X.),
for (A4 p(x, D;))Gad(x) = [I — Ux]g(z). Then the equality
E [/Ooo e f(Xopy)dt | WS] = Ry\f(X,)

is satisfied for any function f € [I — Uy]JC$*(R?). It holds that, for sufficiently large
P, |Raflloo < ex || fllze (A > o). Since the space [I — Uy]JC5°(R?) is dense in LP, the

property in the above Lemma holds good if the “LP—estimate ”

‘E [/O e f(Xoqe)dt | WS}

<ex 1 fllee

holds good.
To prove the “LP-estimate”, we define a sequence of stable-like processes

(Wa (Wt)v P? X?)
with perturbations, whose laws approximate the law of the solution (X;, P) to the mar-
tingale problem for L. Let Jx denote the counting measure of jumps of X :
Ix(dt,dy) = #{r | 7 € dt,0 # X, — X,_ € dy}.

Set v = a(X;) and
M (x,,dy) = m(z,7,y/ly)ly| =7 dy.
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We see that the measure Jx(dt,dy) — (M(X¢, v, dy) + N(X¢,dy))dt is a martingale
random measure w.r.t. (W;, P). Let a(z) be the R? ® R?—valued continuous function
such that

¥(x,2, Do) f(x) = (1/2) tr(aa™(x) (00" f(x))],
that is,

a(r)a*(x) = ww*[0ym(z, v, w)]y=2 o(dw).
@a@ = [ wsrme. )2 old)
Set

bo(z) := (z,1, Da)ar = — /| el e o).

Then there exists a continuous martingale Bx (¢) such that
dXy = a(Xy) dBx(t) + (L(y=1)b0(Xt) + L(7,>146)0(X2)) dt
+ /y [Ix (dt,dy) — I(y,>1yM (X, ve, dy)dt — Iy, >14¢, 1y)<1)N (X, dy)dt,
(dBX (), dBX (1)) = 6ij L(y,=) dt.

Let Z = (Z;) be a Cauchy process which is independent of X = (X}), and let Jz denote
the counting measure of jumps of Z. Set

m(n,t) = [nt]/n, wy=y/lyl, Oun(y) =y Iy<i/m), OnW) =Y Ly>1/n)-
Define processes ()N( 7) by the formula

dXy = a(Xrns) dBx () + (Ly,=1)b0(Xa(n.t)) + L7, >14)0(Xt)) dt

/@c { Kr(m), %,wy)rm y
Xt7'ytawy)
[Jx(dt dy) — I(%>1)M(Xt,’}/t, dy)dt — I(%>1+6, \y\gl)N(Xh dy)dt ]

[ Oul Xyl 117 ) [zt dy) = Ty lol = ],

Since m(z,7y,w), a(zx), b(x) are continuous in z, it is a routine work to show that X} —

X, in probability. We observe that, for g(z) € C5°(R?), there exists a martingale (]\N4 719])
such that

~ ~ ~

d g(Xy) = dMPg] + (W (Xr(np), e, Da)g)(XY) di
+ /[Q(X? +05) = 9(XY) = I(yy>14e |y 1<) Of - 029(XT)IN (Xy, dy) dt
+ I(’Yt>1+6)b(Xt) ' awg(X;L) dtv

where O = O ([1( X (n,0), e wy) /m(Xe, v, w0y ).
We have the following estimate (see [6], Lemma 1.1):

sup Y 027, 8) — ¥(20,7.)) s

7:1€1=1 18]<d+1

sup [ Y [85(m(,v,w) = m(zo,7,w))llse + 185 (m(-, 7, w) = m(zo,7,0)llso |

VW=t 51<q
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Under the assumption that the value of ||a(-) — a(zo)|e and the right-hand side of
the above inequality are sufficiently small, from estimates for the operator Gy : LP —

~ ~

C(R4) N LP, it can be proved that each process (X7, P) admits the LP—estimate
E U e (XM, )dt | Vv]
0

and that ¢y := sup, ¢, » < oo (see Komatsu [7], Lemma 4.5). Then we obtain the
LP—estimate for the resolvent operators associated with solutions to the martingale
problem for L, which implies the uniqueness of solutions to the martingale problem.
The existence of solutions to the martingale problem for L can be proved under the same
assumption (see [7], Theorem 3.1).

In the general case, to prove the existence and uniqueness of solutions to the martingale
problem, we make use of “ the localization methods . Let p.(x) = p(|x — x0|?/7?) and
define «., .., L, by

< ean e,

ar(z) = a(zo) + pr(z)(a(z) — alxo)),
wT(ma’Yag) = w(‘xOvVaf) + pr(x)(w(x777€) - ¢($07’Yaf))7
Ly =0 + ¢r(z, ar (), Dz) + pr(z)p(x, Dy).

We see that, for sufficiently small » > 0, the existence and uniqueness of solutions to the
martingale problem for L, holds good. Set

T, =inf{t > 0| |X; — zo| > r}.

Any local solution on [0, T}] to the martingale problem for L can be extended to a solution
to the martingale problem for L,. From the uniqueness of solutions to the martingale
problem for L,., we see that the local solution on [0, 7] to the martingale problem for L
is uniquely determined. Repeating such localization methods, we see that the solution
to the martingale problem for L exists and is uniquely determined.
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